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SUMMARY

We formulate an integration scheme for Lagrangian mechanics, referred to as the force-stepping scheme, which is symplectic, energy conserving, time-reversible, and convergent with automatic selection of the time-step size. The scheme also conserves approximately all the momentum maps associated with the symmetries of the system. The exact conservation of momentum maps may additionally be achieved by recourse to the Lagrangian reduction. The force-stepping scheme is obtained by replacing the potential energy by a piecewise affine approximation over a simplicial grid or regular triangulation. By taking triangulations of diminishing size, an approximating sequence of energies is generated. The trajectories of the resulting approximate Lagrangians can be characterized explicitly and consist of piecewise parabolic motion, or free fall. Selected numerical tests demonstrate the excellent long-term behavior of force-stepping, its automatic time-step selection property, and the ease with which it deals with constraints, including contact problems. Copyright © 2010 John Wiley & Sons, Ltd.

Received 6 January 2010; Revised 1 April 2010; Accepted 17 April 2010

KEY WORDS: Lagrangian mechanics; time-integration; symplectic integrators; energy-momentum integrators

1. INTRODUCTION

In a recent paper [1], the authors have proposed a method of approximation for Lagrangian mechanics consisting of replacing the Lagrangian \( L(q, \dot{q}) \) of the system by a sequence of approximate Lagrangians \( L_h(q, \dot{q}) \) that can be solved exactly. The approximate solutions \( q_h(t) \) are then the exact trajectories of \( L_h(q, \dot{q}) \). In this manner, the approximate solutions are themselves trajectories of a Lagrangian system and, therefore, have many of the properties of such trajectories such as symplecticity and exact energy conservation. If, in addition, the approximation of the Lagrangian preserves its symmetry group, then the approximate trajectories conserve all the momentum maps.
of the system. It bears emphasis that, in contrast to variational integrators (cf. e.g. [2–4]), the momenta that are conserved are the exact momenta of the system and not some time discretization thereof. Finally, if the approximate Lagrangians $L_h(q, \dot{q})$ converge to the exact one $L(q, \dot{q})$ in a topology that implies, in particular, convergence of stationary points, then the approximate trajectories $q_h(t)$ converge to exact trajectories $q(t)$ of the original system.

In [1], this program has been carried out in full for Lagrangians of the type: $L(q, \dot{q}) = K(\dot{q}) - V(q)$, with $K(\dot{q})$ a quadratic form, and for approximate Lagrangians of the type $L_h(q, \dot{q}) = K(\dot{q}) - V_h(q)$, with $V_h(q)$ a terraced piecewise constant approximation to $V(q)$, Figure 1(b). This type of approximation does indeed result in exactly solvable Lagrangians. The approximate trajectories are piecewise rectilinear, with the intervals of rectilinear motion spanning consecutive level contours of the potential. Conveniently, the terraced potential $V_h(q)$ has all the symmetries of the original potential $V(q)$, and the approximate trajectories exactly conserve all the momentum maps of the system, whether explicitly known or otherwise. The durations of the intervals of rectilinear motion may be regarded as time steps, whose determination is part of the solution process. In this manner, the approach overcomes an intrinsic limitation of fixed time-step variational integrators, which cannot simultaneously conserve energy, the symplectic structure, and other conserved quantities, such as linear and angular momenta [5]. Under mild restrictions on the potential, the approximate trajectories are found to indeed converge to exact trajectories of the system, subject to technical transversality constraints.

The terraced piecewise constant approximation of the potential considered in [1] may be thought of as the lowest order approximation that results in convergence. Evidently, approximations of increasing order can be obtained by recourse to piecewise polynomial interpolation of the potential. In this paper, we consider the next order of approximation consisting of approximate potentials $V_h(q)$ obtained by piecewise-linear interpolation of $V(q)$ over structured simplicial meshes, Figure 1(c). Evidently, within each simplicial element in the interpolation mesh, the forces are constant, hence the term force-stepping, and the system is in free fall. In particular, the approximate Lagrangian can be solved exactly and the approximate trajectories are piecewise quadratic.

In Section 3, we provide an efficient implementation of the scheme that establishes its feasibility in practical, possibly high dimensional, applications. In particular, we show in Section 6 that the typical numbers of time steps, or time intervals between crossings of simplicial boundaries, and their sizes are within the expected range for explicit integration. In Section 5, we show that the approximate trajectories thus computed do indeed converge to exact trajectories of the system.
However, the matter of conservation requires careful attention as the piecewise-linear approximate Lagrangians break the symmetries of the system in general, which in turn results in a lack of exact momentum conservation of the force-stepping scheme. This symmetry breaking raises an interesting challenge which is not present in the case of the energy-stepping scheme and which we address in several ways. The first way to deal with the lack of exact conservation of the force-stepping scheme—and possibly the most effective—is to do nothing. Indeed, we show in Section 4 that the force-stepping scheme is nearly conserving for all symmetries of the system, whether explicitly known or otherwise. The conservation error is controlled uniformly on compact time intervals by the asymmetry of the approximate Lagrangian. The numerical experiments presented in Section 6 further show that the corresponding momentum maps tend to remain nearly uniformly constant for all times. This near-conservation property is frequently sufficient in applications that require good long-time behavior of the solutions. An alternative strategy, described in Section 4.2, for avoiding broken symmetries in the force-stepping scheme is to appeal to the theory of Lagrangian reduction. For symmetries for which explicit reduced Lagrangians are known, an application of the force-stepping scheme to the reduced Lagrangian results in exact momentum conservation. A case in point is translational invariance, which can be dealt with effectively by the introduction of Jacobi and center of mass coordinates.

The paper is organized as follows. The force-stepping time-integration scheme is defined in Section 2 and the construction of continuous piecewise-linear approximate energies is discussed in Section 3. The conservation properties of force-stepping, together with a general procedure for reducing translational symmetry, are presented in Section 4. In Section 5 we prove the convergence of trajectories except for a negligibly small set of initial conditions. In Section 6 we present selected example of application that illustrate the convergence, accuracy, and conservation properties of force-stepping, including the motion of two bodies which attract each other by Newton’s law of gravitation, that is the Kepler problem, the dynamics of a frozen argon cluster, and the oblique impact of an elastic cube. Finally, a summary and concluding remarks are drawn in Section 7.

2. FORCE-STEPPING INTEGRATORS

For definiteness, we specifically consider dynamical systems characterized by Lagrangians $L : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ of the form

$$L(q, \dot{q}) = \frac{1}{2} \dot{q}^T M \dot{q} - V(q),$$

where $M$ is the mass matrix and $V$ is the potential energy. Lagrangians of this form arise in a number of areas of application including structural dynamics, celestial mechanics, and molecular dynamics. The trajectories of a Lagrangian system can be approximated by replacing $L(q, \dot{q})$ by an approximating Lagrangian $L_h(q, \dot{q})$ that can be solved exactly. A particular type of approximating Lagrangian is

$$L_h(q, \dot{q}) = \frac{1}{2} \dot{q}^T M \dot{q} - V_h(q)$$

obtained by introducing an approximation of the potential energy. In this work, we specifically investigate continuous piecewise-linear approximations of the potential energy. Thus, we construct a regular triangulation $\mathcal{T}_h$ of $\mathbb{R}^d$, as shown in Section 3, and define $V_h$ as the corresponding continuous piecewise affine approximation of $V$. By taking triangulations of diminishing size, an approximating sequence of energies and Lagrangians is generated in this manner.
The chief characteristics of the new systems thus obtained are that they can be solved exactly, as demonstrated in Section 2.1, and that they retain symmetries of the original system, as shown in Section 4. In contrast to piecewise constant interpolations of the potential energy, which preserve all the symmetries of the system [1], piecewise-linear interpolations break some symmetries in general. This difficulty can be partially overcome by recourse to Lagrangian reduction, as demonstrated in Section 4. However, we emphasize that the only assumption on the Lagrangian is its form—Equation (1)—and therefore no further considerations to Lagrangian reduction will be required in this section, i.e. $L(q, \dot{q})$ may also be a reduced Lagrangian.

Piecewise constant and piecewise-linear approximations of the Kepler potential are shown in Figure 1 by way of illustration.

2.1. Computation of the exact trajectories of the approximating Lagrangian

We now proceed to explicitly compute the exact trajectories of the approximate Lagrangian $L_h(q, \dot{q})$ resulting from $V_h$, the continuous piecewise-linear approximation of the potential energy. Suppose that the system is in configuration $q_0$ at time $t_0$ and in configuration $q_2$ at time $t_2$ and that during the time interval $[t_0, t_2]$ the system intersects one single boundary $B_1$ separating two regions $\Omega_I$ and $\Omega_{II}$, of the underlying triangulation, with linear energies $V_I + \nabla V_I \cdot (q - q_I)$ and $V_{II} + \nabla V_{II} \cdot (q - q_{II})$. Figure 2. By the construction of $V_h$, the following continuity condition is attained at the boundary surface $B_1$

$$V_I + \nabla V_I \cdot (q - q_I) = V_{II} + \nabla V_{II} \cdot (q - q_{II}) \quad \forall q \in B_1.$$  

(3)

For simplicity, we shall further assume that $V$ is differentiable and that all boundary crossings are transversal, i.e.

$$n(q_1) \cdot \dot{q}_1 \neq 0,$$  

(4)

where $n(q_1)$ is a vector normal to $B_1$ pointing in the direction of advance. It is possible for discrete trajectories to be non-transversal and therefore become ambiguously defined. However, the set of initial conditions that result in non-transversal trajectories has negligible dimension and will not be given further consideration. More precisely, we will show in Section 5 that this exceptional set has Hausdorff-dimension $2d - 1$ in the $2d$-dimensional phase space and consequently its Lebesgue measure vanishes.
Under the preceding assumptions, the action integral over the time interval \([t_0, t_2]\) follows as

\[
I_h = \int_{t_0}^{t_2} L_h(q, \dot{q}) \, dt = \int_{t_0}^{t_1} L_h(q, \dot{q}) \, dt + \int_{t_1}^{t_2} L_h(q, \dot{q}) \, dt, \tag{5}
\]

where \(t_1\) is the time at which the trajectory intersects \(B_1\). In regions where \(V_h(q)\) is linear the trajectory \(q(t)\) is quadratic in time. Therefore, the action of the system can be computed exactly and reduces to

\[
I_h = (t_1 - t_0) \left\{ \frac{1}{2} \left( \frac{q_1 - q_0}{t_1 - t_0} \right)^T M \left( \frac{q_1 - q_0}{t_1 - t_0} \right) + (t_2 - t_1) \left\{ \frac{1}{2} \left( \frac{q_2 - q_1}{t_2 - t_1} \right)^T M \left( \frac{q_2 - q_1}{t_2 - t_1} \right) \right\} \right. \\
- (t_1 - t_0) \left\{ V_I + \frac{1}{2} \left( q_1 + q_0 - 2q_I \right) \cdot \nabla V_I + \frac{(t_1 - t_0)^2}{24} \nabla V_I^T M^{-1} \nabla V_I \right\} \\
- (t_2 - t_1) \left\{ V_{II} + \frac{1}{2} \left( q_1 + q_2 - 2q_{II} \right) \cdot \nabla V_{II} + \frac{(t_2 - t_1)^2}{24} \nabla V_{II}^T M^{-1} \nabla V_{II} \right\}, \tag{6}
\]

where \(q_1 = q(t_1)\) is constrained to be on the boundary surface \(B_1\). Stationarity of the action with respect to \((t_1, q_1)\) additionally gives the energy conservation equation

\[
\left( \frac{q_1 - q_0}{t_1 - t_0} \right)^T M \left( \frac{q_1 - q_0}{t_1 - t_0} \right) + (q_0 - q_1) \cdot \nabla V_I + \frac{(t_1 - t_0)^2}{4} \nabla V_I^T M^{-1} \nabla V_I = \left( \frac{q_2 - q_1}{t_2 - t_1} \right)^T M \left( \frac{q_2 - q_1}{t_2 - t_1} \right) + (q_2 - q_1) \cdot \nabla V_{II} + \frac{(t_2 - t_1)^2}{4} \nabla V_{II}^T M^{-1} \nabla V_{II}, \tag{7}
\]

and the linear momentum balance equation

\[
M \frac{q_1 - q_0}{t_1 - t_0} - \frac{1}{2} (t_1 - t_0) \nabla V_I - M \frac{q_2 - q_1}{t_2 - t_1} - \frac{1}{2} (t_2 - t_1) \nabla V_{II} + \lambda n(q_1) = 0, \tag{8}
\]

where \(\lambda\) is a Lagrange multiplier.

In order to make a more direct connection with time-integration schemes, we reformulate the problem slightly by assuming that \(t_0, q_0\)—the latter on a boundary surface \(B_0\) except, possibly, at the initial time—and the initial velocity

\[
\dot{q}_0^+ = \dot{q}(t_0^+) = \frac{q_1 - q_0}{t_1 - t_0} + \frac{1}{2} (t_1 - t_0) M^{-1} \nabla V_I \tag{9}
\]

are known. Let \(t_1\) and \(q_1\) be the time and point at which the trajectory intersects the next boundary surface \(B_1\). We then seek to determine

\[
\dot{q}_1^+ = \dot{q}(t_1^+) = \frac{q_2 - q_1}{t_2 - t_1} + \frac{1}{2} (t_2 - t_1) M^{-1} \nabla V_{II}. \tag{10}
\]

A reformulation of Equations (7) and (8) in terms of \(\dot{q}_1^+\) gives

\[
(\dot{q}_1^+)^T M \dot{q}_1^+ = (\dot{q}_0^+)^T M \dot{q}_0^+ - 2(q_1 - q_0) \nabla V_I, \tag{11}
\]

\[
\dot{q}_1^+ = \dot{q}_0^+ - (t_1 - t_0) \nabla V_I + \lambda M^{-1} n(q_1). \tag{12}
\]
Then, system (11–12) has the solution
\[ \dot{q}_1 = \ddot{q}(t_1^+) = \ddot{q}(t_1^-) = \ddot{q}_0 - (t_1 - t_0)M^{-1} \nabla V_I. \]

2.2. Stationary points of the action integral as weak solutions of the equation of motion

According to Hamilton’s principle, the physical trajectories of a smooth Lagrangian system are the stationary points of the action integral \( \int_0^T L_h(q_h(t), \dot{q}_h(t)) dt \), \( T > 0 \). By analogy, the trajectories of an approximating Lagrangian \( L_h \) of the form (2) should emerge as critical points of the corresponding action functional \( I_h \). We note that in the case of a continuous piecewise-linear potential energy the Lagrangian \( L_h \) is not differentiable everywhere and hence the notion of critical points does not have a well-defined meaning in the classical sense. However, the calculations in the previous subsection can be justified by interpreting the stationary points of the action integral \( I_h \) as weak solutions of the equation of motion. As shown in Section 5, for almost all initial conditions a discrete trajectory will not spend a positive amount of time in \( \partial \mathcal{T}_h \), the union of element boundaries in \( \mathcal{T}_h \). In order to derive the equation of motion, we will therefore restrict to such trajectories.

\textbf{Theorem 2.1}

Suppose \( q_h \in W^{1,2}((0, T); \mathbb{R}^d) \) satisfies \( |\{ t : q_h(t) \in \partial \mathcal{T}_h \}| = 0 \). Then, the action functional \( I_h \) is differentiable at \( q_h \) and \( q_h \) is a critical point of the action functional if and only if

\[ M \ddot{q}_h(t) = -\nabla V_h(q_h(t)) \]  

in the sense of distributions.

Note that the right hand of (14) is an element of \( L^\infty((0, T); \mathbb{R}^d) \), hence \( q_h \) is a distributional solution of (14) if and only if \( q_h \in W^{2, \infty}((0, T); \mathbb{R}^d) \) and \( M \ddot{q}_h(t) = -\nabla V_h(q_h(t)) \) holds almost everywhere.

\textbf{Proof}

Let \( q_h, \varphi \in W^{1,2}((0, T); \mathbb{R}^d) \). Clearly, the first term in the first variation of \( I_h \) is

\[ \lim_{\varepsilon \to 0} \frac{1}{2\varepsilon} \left( \int_0^T (\dot{q}_h(t) + \varepsilon \dot{\varphi}(t))^T M(q_h(t) + \varepsilon \varphi(t)) - \dot{q}_h(t) M(q_h(t)) dt \right) = \int_0^T \ddot{q}_h(t) M \dot{\varphi}(t) dt. \]

On the other hand, if \( |\{ t : q_h(t) \in \partial \mathcal{T}_h \}| = 0 \), then

\[ \frac{1}{\varepsilon} (V_h(q_h(t) + \varepsilon \varphi(t)) - V_h(q_h(t))) \to \nabla V_h(q_h(t)) \cdot \varphi(t) \]

almost everywhere as \( \varepsilon \to 0 \). As \( V_h \) is locally Lipschitz, we furthermore have

\[ \left| \frac{1}{\varepsilon} (V_h(q_h(t) + \varepsilon \varphi(t)) - V_h(q_h(t))) \right| \leq C \| \varphi \|_{L^\infty} \leq C \| \varphi \|_{W^{1,2}} \]

bounded independently of \( t \). By dominated convergence we may therefore conclude that the second term in the first variation of \( I_h \) is

\[ \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_0^T (V_h(q_h(t) + \varepsilon \varphi(t)) - V_h(q_h(t))) dt = \int_0^T \nabla V_h(q_h(t)) \cdot \varphi(t) dt. \]
Summarizing, we have shown that the action functional is differentiable at \( q_h \) and that its derivative in direction \( \varphi \) is given by

\[
\delta I_h(q, \varphi) = \int_0^T \dot{q}_h^T(t) M \dot{\varphi}(t) - \nabla V_h(q_h(t)) \cdot \varphi(t) \, dt.
\]

This expression vanishes if and only if \( q_h \) is a weak solution to (14).

2.3. Summary of the force-stepping scheme

We close this section by summarizing the relations obtained in the foregoing and by defining the force-stepping approximation scheme resulting from a continuous piecewise-linear approximation of the potential energy.

**Definition 2.1 (Force-stepping)**

Suppose \( (t_k, q_k, \dot{q}_k) \) and a continuous piecewise-linear approximation of the potential energy \( V_h \) are given. Let \( t_{k+1} \) and \( q_{k+1} \) be the time and point of boundary crossing of the parabolic trajectory \( q_k + (t - t_k)\dot{q}_k - \frac{1}{2}(t - t_k)^2 M^{-1}\nabla V_k \). Then, the updated velocity is \( \dot{q}_{k+1} = \dot{q}_k - (t_{k+1} - t_k)M^{-1}\nabla V_k \).

These relations define a discrete propagator

\[
\Phi_h : (t_k, q_k, \dot{q}_k) \mapsto (t_{k+1}, q_{k+1}, \dot{q}_{k+1})
\]

that can be iterated to generate a discrete trajectory.

**Algorithm 1** Force-stepping integrator

**Require:** \( V(q), q_0, \dot{q}_0, t_0, t_f, \Delta_0 \in \mathcal{T}_h, V_0 \) and \( \nabla V_0 \)

1: \( k \leftarrow 0 \)
2: \( \text{while } t_k < t_f \) do
3: \( \{t_{k+1}, B_s\} \leftarrow \text{TIME-STEP}(q_k, \dot{q}_k, \nabla V_k, t_k; \Delta_k) \)
4: \( q_{k+1} \leftarrow q_k + (t_{k+1} - t_k)\dot{q}_k - \frac{1}{2}(t_{k+1} - t_k)^2 M^{-1}\nabla V_k \)
5: \( \dot{q}_{k+1} \leftarrow \dot{q}_k - (t_{k+1} - t_k)M^{-1}\nabla V_k \)
6: \( V_{k+1} \leftarrow V_k + (q_{k+1} - q_k) \cdot \nabla V_k \)
7: \( \{\nabla V_{k+1}, \Delta_{k+1}\} \leftarrow \text{UPDATE}(\nabla V_k, \Delta_k; B_s) \)
8: \( k \leftarrow k + 1 \)
9: end while

The implementation of the force-stepping integrator is summarized in Algorithm 1. The algorithm consists of two methods. The first method \( \text{TIME-STEP} \) determines the time of exit of the parabolic trajectory from the simplex \( \Delta_k \in \mathcal{T}_h \)

\[
q_k + (t_{k+1} - t_k)\dot{q}_k - \frac{1}{2}(t_{k+1} - t_k)^2 M^{-1}\nabla V_k \in B_s,
\]

where \( B_s \in \partial \Delta_k \) is the boundary surface intersected. The second method \( \text{UPDATE} \) is responsible for updating all simplex-related information, e.g. \( \nabla V_{k+1} \) of the adjacent simplex \( \Delta_{k+1} \). Both tasks can be effectively accomplished upon a unique, systematic, and efficient representation of the continuous piecewise-linear approximate potential energy, as presented in Section 3.

It bears emphasis that force-stepping requires the solution of no system of equations and, therefore, its complexity is comparable with that of explicit methods. However, the need to compute...
the root of a non-linear function and to update all simplex-related information adds to the overhead of one application of the algorithm. It is still possible, however, that such overhead may be offset by the higher accuracy in particular applications. These and other trade-offs are investigated subsequently by way of numerical testing.

3. CONTINUOUS PIECEWISE LINEAR REPRESENTATION
OF THE APPROXIMATE POTENTIAL $V_h$

One of the most successful applications of continuous piecewise-linear functions has been in non-linear circuit theory, in particular, in the field of non-linear resistive networks. In 1965, Katzenelson [6] presented an effective approach for the search of the operating point of a piecewise-linear resistive network. Since then, the same idea has been extended, improved and generalized [7–9]. Among these extensions and generalizations are the resolution of general non-linear equations of the form $f(x) = 0$, where $f : \mathbb{R}^d \rightarrow \mathbb{R}^m$ is a continuous mapping [10], and the introduction of a canonical piecewise-linear function [11, 12] which allows for the compact and closed representation of any function using the minimal number of parameters by taking advantage of a simplicial partition of the domain [13].

Our aim in this section is to describe a unique, systematic, and efficient representation of the continuous piecewise-linear approximation of a function $f : \mathbb{R}^d \rightarrow \mathbb{R}$, in general, and the potential energy $V : \mathbb{R}^d \rightarrow \mathbb{R}$, in particular. With this goal in mind, we first consider a region $\mathcal{S} \subset \mathbb{R}^d$ and its regular tessellation in hyperrectangles or orthotopes with characteristic length $h_j \in \mathbb{R}^+$ in the $j$th direction, with $j = 1, 2, \ldots, d$. We then subdivide each hyperrectangle into proper simplices by introducing a unique, regular triangulation $\mathcal{T}^h$ in accordance with Chien and Kuh [7], see Figure 3. For later reference, we define the homeomorphism $\Lambda : \mathcal{S} \rightarrow \mathcal{S}_C$, represented by a diagonal matrix $T$, i.e. $z = Tq$, which maps hyperrectangles in $\mathcal{S}$ into hypercubes $[0, 1]^d$ in a new region $\mathcal{S}_C \subset \mathbb{R}^d$. For later reference, we name $\mathcal{V}$ and $\mathcal{V}_C$ the sets of vertices contained in regions $\mathcal{S}$ and $\mathcal{S}_C$, respectively.

Before we discuss further details of the continuous piecewise-linear representation of the approximate potential energy, we may first recall some properties of a simplex and its boundaries.
**Definition 3.1**

Let \( q^0, q^1, \ldots, q^d \) be \((d+1)\) points in general position in the \(d\)-dimensional space. A simplex \( \Delta(q^0, q^1, \ldots, q^d) \) is defined as the convex hull of \( q^0, q^1, \ldots, q^d \)—the vertices of the simplex—

\[
\Delta(q^0, q^1, \ldots, q^d) = \left\{ q : q = \sum_{i=0}^{d} \mu_i q^i, \quad \mu_i \geq 0, \quad i = 0, 1, \ldots, d \quad \text{and} \quad \sum_{i=0}^{d} \mu_i = 1 \right\}.
\]

In addition, corresponding to the \((d+1)\) vertices, there are \((d+1)\) boundaries. The boundary \( B_s \) which corresponds to the vertex \( q^s \) is defined as

\[
B_s = \{ q \in \Delta(q^0, q^1, \ldots, q^d) \mid \mu_s = 0 \}.
\]

As \( B_s \) contains all the vertices except \( q^s \), there is a one-to-one correspondence between the vertices and the boundaries.

We now present the key steps for achieving a unique and systematic representation of force-stepping trajectories. To this end, we first subdivide each hypercube which belongs to \( \mathcal{S}_C \) into non-overlapping simplices by properly arranging vertices of \( \mathcal{V}_C \) in a fixed order [7]. This ordering relation allows for a unique representation of every point \( z \in \mathcal{S}_C \) and \( q \in \mathcal{S} \) (see Lemma 3.1). Therefore, there is a unique representation of the affine function \( V_h(q) : \mathbb{R}^d \rightarrow \mathbb{R} \) with \( V_h(q^i) = V(q^i) \) for all vertices \( q^i \in \mathcal{V}_C \) (see Lemma 3.2) upon which force-stepping trajectories are systematically built.

**Lemma 3.1**

Every \( z \in \mathcal{S}_C \) has a unique representation \( z = \sum_{i=0}^{m} \mu_i z^i \), where \( \mu_i > 0 \), \( z^i \in \mathcal{V}_C \), for \( i = 0, 1, \ldots, m(\leq d) \), \( \sum_{i=0}^{m} \mu_i = 1 \), and the following ordering relation is attained \( z^0 \leq z^1 \leq \cdots \leq z^m \leq z^0 + 1 \). Likewise, every \( q \in \mathcal{S} \) has a unique representation \( q = \sum_{i=0}^{m} \mu_i q^i \) where \( q^i = T^{-1} z^i \in \mathcal{V}_C \), and the following ordering relation is attained \( T q^0 \leq T q^1 \leq \cdots \leq T q^m \leq T q^0 + 1 \).

**Proof**

The proof in \( \mathcal{S}_C \) is given by Kuhn [14]. The proof in \( \mathcal{S} \) follows from the fact that the homeomorphism \( \Lambda(\cdot) \) is defined by a positive-definite diagonal matrix \( T \) and therefore preserves the ordering of vertices.

**Corollary 3.1**

If \( m = d \), \( z \) is an interior point of the simplex \( \Delta(z^0, z^1, \ldots, z^d) \). Otherwise, \( z \) lies on the boundary of a simplex. In addition, every \( d \)-dimensional simplex defined by \((d+1)\) vertices contains \( z^0 \) and \( z^0 + 1 \) which define the hypercube \( C(z^0) \) containing the simplex.

**Lemma 3.2**

A non-linear function \( V(q) : \mathbb{R}^d \rightarrow \mathbb{R} \) is approximated by an affine function \( V_h(q) : \mathbb{R}^d \rightarrow \mathbb{R} \) as follows:

\[
V_h(q) = \nabla V \Delta \cdot q + V_0
\]
for \( q \in \Delta(q^0, q^1, \ldots, q^d) \), \( \nabla V_\Delta = J_h \), \( T \in \mathbb{R}^d \)—the first \( d \) elements of the vector—and \( V_0 = J_h \in \mathbb{R} \). The Jacobian matrix of the piecewise-linear transformation is unique for a given simplex \( \Delta \) and has the form

\[
\tilde{J}_h(q^0, q^1, \ldots, q^d) = (V(q^0) \ldots V(q^d)) \begin{pmatrix} Tq^0 & \ldots & Tq^d \\ 1 & \ldots & 1 \end{pmatrix}^{-1} =: V_\Delta Z_\Delta^{-1}
\]

with \( V_\Delta \in \mathbb{R}^{d+1} \) and \( Z_\Delta^{-1} \in \mathbb{N}^{(d+1) \times (d+1)} \).

**Proof**

It follows from Lemma 3.1 that there is a unique representation of points \( q \in \Delta(q^0, q^1, \ldots, q^d) \) and \( z = Tq \) given by

\[
\begin{pmatrix} \dot{z} \\ 1 \end{pmatrix} = \begin{pmatrix} Tq \\ 1 \end{pmatrix} = \begin{pmatrix} Tq^0 & \ldots & Tq^d \\ 1 & \ldots & 1 \end{pmatrix} \mu = Z_\Delta \mu.
\]

We now define the affine function \( V_h(q) \), with \( V_h(q^i) = V(q^i) \) for \( i = 0, 1, \ldots, d \), as

\[
V_h(q) = (V(q^0) \ldots V(q^d)) \cdot \mu = V_\Delta Z_\Delta^{-1} \cdot \begin{pmatrix} \dot{z} \\ 1 \end{pmatrix} = \tilde{J}_h \cdot \begin{pmatrix} Tq \\ 1 \end{pmatrix}.
\]

Then, the claim follows from writing the affine function as \( V_h(q) = \nabla V_\Delta \cdot q + V_0 \). We note that both matrices \( Z_\Delta \) and \( Z_\Delta^{-1} \) belong to \( \mathbb{N}^{(d+1) \times (d+1)} \) due to the fact that hypercubes in \( S_C \) have unit volume, i.e. \( \det(Z_\Delta) = 1 \).

We then show that force-stepping trajectories \( \{t_k, q_k, \dot{q}_k\} \), as described in Definition 2.1, can be systematically tracked in phase space. In particular, we show that successive times of boundary crossings \( t_0 < t_1 < t_2 < \cdots \) and the corresponding sequence of positions \( q_0, q_1, q_2, \ldots \) can be obtained from the simplicial partition presented above. The procedure applied for solving this problem, namely the time-step problem (see Proposition 3.1), is indeed the method \textsc{Time-Step} required by the implementation of the force-stepping integrator presented in Algorithm 1,

\[
\{t_{k+1}, B_s\} \leftarrow \textsc{Time-Step}(q_k, \dot{q}_k, \nabla V_k, t_k; Z_\Delta^{-1}).
\]

**Proposition 3.1 (The time-step problem)**

A general trajectory of the form \( q(t) = q_k + (t - t_k)\dot{q}_k - \frac{1}{2}(t - t_k)^2 M^{-1}\nabla V_k \), with \( q(t_k^+) \in \Delta(q^0, q^1, \ldots, q^d) \) and \( t > t_k \), intersects the boundary \( B_s \) of the simplex \( \Delta(q^0, q^1, \ldots, q^d) \) at \( q(t_{k+1}) = q_{k+1} \) with

\[
t_{k+1} = \min_{r \in [0, d]} \{ t > t_k : (t - t_k)\mu_{1,r} + (t - t_k)^2 \mu_{2,r} \mu_{3,r} = 0 \},
\]

\[
s = \arg \min_{r \in [0, d]} \{ (t_{k+1} - t_k)\mu_{1,r} + (t_{k+1} - t_k)^2 \mu_{3,r} = 0 \},
\]

where

\[
\begin{pmatrix} \mu_1 & \mu_2 & \mu_3 \end{pmatrix} = Z_\Delta^{-1} \begin{pmatrix} Tq_k & T\dot{q}_k & -M^{-1}T\nabla V_k/2 \end{pmatrix}.
\]
Proof

It follows from Definition 3.1 and Lemma 3.1 that a trajectory of the form $q(t) = \sum_{r=0}^{d} \mu_r(t)q^r$, with $q(t^+_{k}) \in \Delta(q^0, q^1, \ldots, q^d)$ and $t > t_k$, intersects the boundary $B_r$ of the simplex $\Delta(q^0, q^1, \ldots, q^d)$ at $q(t^*)$ if and only if the $r$th component of $\mu(t^*)$ is equal to zero with all other components positive. Then, the following equality holds

$$
\mu(t) = Z^{-1}_\Delta \begin{pmatrix} Tq(t) \\ 1 \end{pmatrix} = Z^{-1}_\Delta \begin{pmatrix} Tq_k \\ 1 \end{pmatrix} + (t - t_k) Z^{-1}_\Delta \begin{pmatrix} T\dot{q}_k \\ 0 \end{pmatrix} + (t - t_k)^2 Z^{-1}_\Delta \begin{pmatrix} -M^{-1}T\nabla V_k/2 \\ 0 \end{pmatrix},
$$

and the claim follows from the fact that $t_{k+1}$ is the earliest $t^* > t_k$ for which $\mu_{r^*} = 0$ among all possible pairs $(t^*, r^*)$.

It is worth noting that the representation of the approximate potential energy $V_k$ can be restricted solely to the current simplex $\Delta_k$ and the relevant simplex-related matrices are $(V_{\Delta_k}, Z_{\Delta_k}, Z_{\Delta_k}^{-1})$, with

$$
V_{\Delta_k} = (V(q^0) \ldots V(q^s) \ldots V(q^d)),
$$
$$
Z_{\Delta_k} = \begin{pmatrix} z^0 & \ldots & z^s & \ldots & z^d \\ 1 & \ldots & 1 & \ldots & 1 \end{pmatrix}.
$$

We then claim that the replacement rule (see Chien and Kuh [7] and Lemma 3.3) provides for a very efficient scheme to construct the adjacent simplex $\Delta_{k+1}$ knowing only the boundary $B_s$ of the current simplex $\Delta_k$ intersected by the trajectory. Moreover, we describe an efficient procedure for updating all simplex-related matrices required to compute the force-stepping trajectory in $\Delta_{k+1}$. In particular, given all $\Delta_k$-related matrices and the intersected boundary $B_s$, matrices are updated as follows:

$$
V_{\Delta_{k+1}} = (V(q^0) \ldots V(q^s) \ldots V(q^d)),
$$
$$
Z_{\Delta_{k+1}} = \begin{pmatrix} z^0 & \ldots & z^s & \ldots & z^d \\ 1 & \ldots & 1 & \ldots & 1 \end{pmatrix},
$$
$$
Z_{\Delta_{k+1}}^{-1} = Z_{\Delta_k}^{-1} - \frac{(Z_{\Delta_k}^{-1}u^s) \otimes (v^s Z_{\Delta_k}^{-1})}{1 + v^s Z_{\Delta_k}^{-1}u^s},
$$

where $z^s = z^{s+1} + z^{s-1} - z^s$, $q^s = T^{-1}z^s$, $u^s = z^s - z^s$, and $v^s_i = \delta_{i,s}$. Matrices $Z_{\Delta_{k+1}}$ and $V_{\Delta_{k+1}}$ are obtained by replacing $z^s$ with $z^s$ and $V(q^s)$ with $V(q^s)$, respectively. The matrix $Z_{\Delta_{k+1}}^{-1}$ is 1-rank updated by means of the Sherman–Morrison formula [15]—with algorithm complexity $O(d^2)$—instead of computing the inverse of $Z_{\Delta_{k+1}}$—with algorithm complexity $O(d^3)$. The overall gain in efficiency is remarkable.

Lemma 3.3 (The replacement rule)

Let $B_s$ be the boundary shared by two adjacent simplices. Given the simplex $\Delta(q^0, q^1, \ldots, q^{s-1}, q^s, q^{s+1}, \ldots, q^d)$, with $Tq^0 \leq Tq^1 \leq \cdots \leq Tq^d$, its neighbor is simply defined by replacing $q^s$ with $q^s$. 

The new vertex is defined as

\[ q^s = q^{s+1} + q^{s-1} - q^s, \]

where \( q^{d+1} \equiv q^0 \) and \( q^{-1} \equiv q^d \).

**Corollary 3.2**

The replacement rule preserves the order in the set of vertices \( V \).

**Proof**

For \( s = 1, \ldots, d - 1 \), the following relation holds \( Tq^s \leq Tq^{s+1} \leq Tq^{s+1} \). For \( s = 0 \) (\( s = d \)) a simple backward (forward) shift of indices has to be introduced in the updated set of vertices. After the shift is performed, the new set of vertices verifies the ordering relation. \( \square \)

We conclude this section with the second method required by the implementation of the force-stepping integrator presented in Algorithm 1

\[
\{ \nabla V_k, \langle V_{\Delta k}, Z_{\Delta k}, Z_{\Delta k}^{-1} \rangle \} \leftarrow \text{UPDATE}(\nabla V_k, \langle V_{\Delta k}, Z_{\Delta k}, Z_{\Delta k}^{-1} \rangle; B_s).
\]

The method is defined in Algorithm 2 and is responsible for applying the replacement rule as well as updating \( \nabla V_k \) and all simplex-related matrices \( \langle V_{\Delta k}, Z_{\Delta k}, Z_{\Delta k}^{-1} \rangle \). These tasks are achieved with computational complexity \( O(d^2) \), as opposed to \( O(d^3) \) for implicit methods. We remark that, for all practical purposes, there is no need to shift indices after vertices \( q^0 \) or \( q^d \) are updated by the algorithm, as suggested by Corollary 3.2.

**Algorithm 2** \text{UPDATE}(\nabla V_k, \langle V_{\Delta k}, Z_{\Delta k}, Z_{\Delta k}^{-1} \rangle; B_s)

**Require:** \( z^s = z^{s+1} + z^{s-1} - z^s, \ u^s = z^s, \ v_i = \delta_{i,s} \) and \( q^s = T^{-1} z^s \)

1: \( Z_{\Delta k+1}^{-1} \leftarrow Z_{\Delta k}^{-1} \frac{(Z_{\Delta k} u^s) \otimes (v^s Z_{\Delta k}^{-1})}{1 + v^s Z_{\Delta k}^{-1} u^s} \)
2: \( Z_{\Delta k+1} \leftarrow \begin{pmatrix} z^0 & z^s & \ldots & z^d \\ 1 & \ldots & 1 & \ldots & 1 \end{pmatrix} \)
3: \( V_{\Delta k+1} \leftarrow \begin{pmatrix} V(q^0) & \ldots & V(q^s) & \ldots & V(q^d) \end{pmatrix} \)
4: \( \bar{J}_h \leftarrow V_{\Delta k+1} Z_{\Delta k+1}^{-1} \)
5: \( \nabla V_k \leftarrow \bar{J}_h \, [1\ldots d] \tilde{T} \)
6: \text{return} \( \nabla V_{k+1}, \langle V_{\Delta k+1}, Z_{\Delta k+1}, Z_{\Delta k+1}^{-1} \rangle \)

4. **CONSERVATION PROPERTIES**

Some symmetries of Lagrangian systems, such as time-reversal, parity and invariance under time shifts in the particular case of autonomous or time-independent systems, are preserved upon piecewise-linear approximation of the potential energy, which results in the exact conservation of the corresponding momentum maps. In particular, force-stepping trajectories conserve energy exactly. In contrast, and unlike energy-stepping, which results in exact conservation of all momenta,
piecewise-linear approximation may break some symmetries of the potential energy, such as translation and rotation invariance, resulting in a lack of exact conservation of the corresponding momenta. However, in this section we show that the force-stepping scheme is nearly conserving for all symmetries of the system, whether explicitly known or otherwise. The numerical experiments presented in Section 6 further show that the corresponding momentum maps tend to remain nearly uniformly constant for all times. We also show that some broken symmetries can be restored exactly by recourse to Lagrangian reduction.

4.1. Conservation of momentum maps

We recall (cf., e.g. [16]) that a general Lagrangian is a function \( L : TQ \to \mathbb{R} \), where \( Q \) is a smooth manifold, known as configuration manifold, and \( TQ \) is the corresponding tangent bundle, consisting of pairs of configurations and velocities. For simplicity, we restrict attention to time-independent or autonomous Lagrangians. Let \( X \) denote some suitable topological space of trajectories \( q : [0, T] \to Q \) joining fixed initial and final configurations \( q(0) \) and \( q(T) \), respectively. Then, the action integral \( I : X \to \mathbb{R} \) over the time interval \([0, T]\) is

\[
I(q) = \int_0^T L(q(t), \dot{q}(t))dt,
\]

where we assume sufficient regularity of \( L \) and \( q(t) \) for all mathematical operations to be well defined. According to Hamilton’s principle, the physical trajectories of the system are the critical points of \( I \), i.e. \( q \in X \) is a trajectory if

\[
\delta I(q, \varphi) = 0
\]

for all variations \( \varphi \in C^\infty(0, T) \). Throughout the present work the configurational space of interest is \( Q = E(n)^N \), where \( E(n) \) is the Euclidean space of dimension \( n \) (i.e. \( d = nN \)), and the Lagrangian is assumed to be of the form (1), with \( V \) smooth and bounded below, or (2) with \( V_h \) continuous piecewise-linear. An appropriate space of trajectories is \( X = W^{2,\infty}_{\text{loc}}((0, \infty)) \), as demonstrated in Section 5. We note that in the case of a continuous piecewise-linear potential energy the Euler–Lagrange equations are not defined in the classical sense. However, the trajectories can still be understood as critical points of the action functional \( I_h \) as shown in Theorem 2.1. In particular, on element boundaries the acceleration is not uniquely defined. However, we show in Section 5 that, for almost all initial conditions, simplex boundaries are crossed only at isolated points in time, and for those initial conditions the discrete trajectories are well defined and convergent.

Let \( G \) be a Lie group with Lie algebra \( \mathfrak{g} = T_qG \). A left action of \( G \) on \( Q \) is a mapping \( \Phi : G \times Q \to Q \) such that: (i) \( \Phi(e, \cdot) = \text{id} \); (ii) \( \Phi(g, \Phi(h, \cdot)) = \Phi(gh, \cdot) \forall g, h \in G \). Let \( \xi \in \mathfrak{g} \). Then, the infinitesimal generator of \( \Phi \) corresponding to \( \xi \) is the vector field \( \xi_Q \in TQ \) given by

\[
\xi_Q(q) = \frac{d}{dt}[\Phi(t\xi, q)]_{t=0}.
\]

The momentum map \( J : TQ \to \mathfrak{g}^* \) defined by the action \( \Phi \) then follows from the identity

\[
\langle J(q, \dot{q}), \xi \rangle = \langle \dot{\xi}_Q L(q, \dot{q}), \xi_Q(q) \rangle \quad \forall \xi \in \mathfrak{g}.
\]

We say that the Lagrangian \( L \) is invariant under the action \( \Phi \) if

\[
L(\Phi_g(q, \dot{q})) = L(q, \dot{q}) \quad \forall g \in G, (q, \dot{q}) \in TQ,
\]
where we write $\Phi_g(\cdot) = \Phi(g, \cdot)$. Under these conditions, we additionally say that $G$ is a symmetry group of the system and that $\Phi$ expresses a symmetry of the system.

The classical theorem of Noether states that if $L$ is invariant under the action $\Phi$, then the corresponding momentum map $J$ is a constant of the motion, i.e. it remains constant along trajectories. Classical examples include:

(i) Conservation of linear momentum. In this case, $Q = E(n)^N$, $G = E(n)$, and $\Phi(u, q) = \{q_1 + u, \ldots, q_N + u\}$ represent a rigid translation of the system by $u \in E(n)$. The corresponding momentum map is the total linear momentum of the system, $J = p_1 + \cdots + p_N$. If the Lagrangian is invariant under translations, then the total linear momentum is a constant of the motion.

(ii) Conservation of angular momentum. In this case, $Q = E(n)^N$, $G = SO(n)$, and $\Phi(R, q) = \{Rq_1, \ldots, Rq_N\}$ represent a rigid rotation of the system by $u \in SO(n)$. The corresponding momentum map is the total angular momentum of the system, $J = q_1 \times p_1 + \cdots + q_N \times p_N$. If the Lagrangian is invariant under rotations, then the total angular momentum is a constant of the motion.

Conservation of energy can be fit into this framework by recourse to a space–time formulation in which time is regarded as a generalized coordinate, e.g. $q_0$. The corresponding space–time Lagrangian is $L(q, \dot{q}) = \mathbb{L}(q, q') = L(q, q'/q_0, q_0)$, where $L(q, q, t)$ is a general time-dependent Lagrangian. The space–time configuration manifold is $\mathbb{R} \times \mathbb{Q}$. Let $G = \mathbb{R}$, $\Phi(s, q) = (q_0 + s, q)$ is a time-shift and suppose that $\mathbb{L}$ is invariant under $\Phi$, i.e. $L$ is time-independent. Then $J = L - \dot{q}L \cdot \dot{q} = -E$, i.e. the total energy of the system, is a constant of the motion. However, exact energy conservation follows more directly as a consequence of (11), i.e. energy conservation is built explicitly into the force-stepping scheme.

Evidently, a naïve continuous piecewise-linear approximation of the potential energy breaks the symmetries of the system in general, including translation and rotation invariance. Thus, if $G$ is a symmetry group of $V$ and $\Phi$ is an action that leaves $V$ invariant, the corresponding momentum map $J$ may not be constant along force-stepping trajectories in general. This lack of exact conservation can be remedied by recourse to Lagrangian reduction, as shown subsequently. However, even the naïve force-stepping scheme, with no symmetrization of the approximated potential, has near-conservation properties, as shown next.

**Theorem 4.1**

Suppose that $G$ is a symmetry group of the potential $V$, i.e. $V \circ \Phi_g = V$ for all $g \in G$, and let $J(q, \dot{q})$ be the corresponding momentum map. Let $q_0, \dot{q}_0 \in \mathbb{R}^n$ and $h_m \to 0$. Suppose, in addition, that $q_{hm} \in W^{2, \infty}(0, T)$ are force-stepping trajectories corresponding to the approximate potentials $V_{hm}$ and $q$ is a trajectory corresponding to the original potential $V$, with $q(0) = q_{hm}(0) = q_0$ and $\dot{q}(0) = q_{hm}(0) = \dot{q}_0$ for all $m$. Then we have $J(q_{hm}, \dot{q}_{hm}) \to J(q, \dot{q}) \equiv J(q_0, \dot{q}_0)$ in $W^{1, \infty}_{loc}([0, \infty))$ for almost all initial conditions $(q_0, \dot{q}_0)$.

**Proof**

From Theorem 5.2 we deduce that, except for a $(2nN - 1)$-dimensional set of initial conditions $(q_0, \dot{q}_0)$, $q_{hm}$ converges to the continuum solution $q$ strongly in $W^{2, \infty}_{loc}([0, \infty))$. As $L$ and, thus, $J$ are smooth this implies that $J(q_{hm}, \dot{q}_{hm}) \to J(q, \dot{q})$ in $W^{1, \infty}_{loc}([0, \infty))$. As $J$ is conserved along the continuum trajectory $(q, \dot{q})$, i.e. $J(q, \dot{q}) \equiv J(q_0, \dot{q}_0)$, the claim follows.

---
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It is interesting to note that an approximate Noether theorem can also be obtained for general potentials, and not just those resulting by approximation of a symmetric potential. We state it here for smooth potentials and compact almost-symmetry groups. In order to quantify the extent to which a Lagrangian $L$ fails to be symmetric with respect to a Lie group $G$ acting on $Q$ via $\Phi$, we introduce the functions

$$L_g(q, \dot{q}) = L(\Phi_g(q), T\Phi_g(q)\dot{q})$$

(27)

parameterized by $g \in G$. In the symmetric case, $L_g = L_e = L$ exactly. The following theorem shows that, for an approximate conservation estimate, we require that $L_g \sim L$ up to first order in $q$ and up to second order in $\dot{q}$. In particular, these assumptions are satisfied for the piecewise-linear Lagrangians (2), which approximate the original Lagrangian (1) to first order in $q$ and to second order in $\dot{q}$.

**Theorem 4.2 (Approximate Noether’s theorem)**

Suppose $G$ is a compact Lie group and $\Phi$ is a smooth left action of $G$ on $Q$ with momentum map $J$. Let $U \subset TQ$ be relatively compact and assume that $L$ is uniformly strictly convex on $U$ with respect to $\dot{q}$. Suppose (near symmetry) that $L_g \sim L$ up to first order in $q$ and up to second order in $\dot{q}$. Then, for all trajectories $(q, \dot{q})$ such that $(q(t), \dot{q}(t)) \in U$ for $t \in [0, T]$, there exists a constant $C > 0$ such that

$$\|J(q, \dot{q}) - J(q_0, \dot{q}_0)\|_{L^1([0, T])} \leq C \varepsilon.$$  

(29)

Note that for Lagrangians of the form (1), for given $T$, $q_0$, and $\dot{q}_0$ one can find a relatively compact set $U$ satisfying $(q(t), \dot{q}) \in U$ for all $t \in [0, T]$ which only depends on the minimum value of $V$. This is easily deduced from energy conservation.

**Proof**

Define the symmetrized Lagrangian $L'$ by

$$L'(q, \dot{q}) := \int_G L(\Phi_g(q), T\Phi_g(q)\dot{q})dg,$$

(30)

where $\int_G (\cdot \cdot \cdot) dg = \frac{1}{|G|} \int_G (\cdot \cdot \cdot) dg$ denotes the normalized integration with respect to the right invariant Haar measure of $G$. Then $L'$ is invariant under $\Phi$ since

$$L'(\Phi_g(q), T\Phi_g(q)\dot{q}) = \int_G L(\Phi_g(\Phi_g(q)), T\Phi_g(\Phi_g(q))T\Phi_g(q)\dot{q}) dg = \int_G L(\Phi_g(q), T\Phi_g(q)\dot{q}) dg = L'(q, \dot{q})$$

for all \( \tilde{g} \in G \). By Noether’s Theorem we thus conclude that the momentum map \( J' \) corresponding to \( L' \) is conserved along trajectories \( q' \) corresponding to the Lagrangian \( L' \), i.e. on paths satisfying

\[
\frac{\partial L'}{\partial q'}(q'(t))-\frac{d}{dt}\frac{\partial L'}{\partial \dot{q}'}(q'(t)) = 0.
\]

(31)

Now we have, by assumption,

\[
\|L - L'\|_{L^\infty(U)} = \left\| \int_G (L - L_g) dg \right\|_{L^\infty(U)} \leq \int_G \|L - L_g\|_{L^\infty(U)} dg \leq \varepsilon, \tag{32}
\]

since \( \int_G 1 \, dg = 1 \). In addition,

\[
\left\| \frac{\partial L}{\partial q} - \frac{\partial L'}{\partial q} \right\|_{L^\infty(U)} = \left\| \int_G \left( \frac{\partial L}{\partial q} - \frac{\partial L_g}{\partial q} \right) \, dg \right\|_{L^\infty(U)} \leq \int_G \left\| \frac{\partial L}{\partial q} - \frac{\partial L_g}{\partial q} \right\|_{L^\infty(U)} \, dg \leq \varepsilon, \tag{33}
\]

and, similarly,

\[
\left\| \frac{\partial L}{\partial q} - \frac{\partial L'}{\partial q} \right\|_{L^\infty(U)} \leq \varepsilon \quad \text{and} \quad \| \nabla^2 \tilde{q} L - \nabla^2 \tilde{q} L' \|_{L^\infty(U)} \leq \varepsilon. \tag{34}
\]

Also by assumption, the Hessian \( \nabla^2 \tilde{q} L \) is uniformly non-singular. The previous estimate (34) shows that this is also true for \( \nabla^2 \tilde{q} L' \), as we may, without loss of generality, assume that \( \varepsilon \) is sufficiently small. As a consequence, we obtain that the solutions \( q \) and \( q' \) of

\[
\frac{\partial L}{\partial q}(q(t)) - \frac{d}{dt}\frac{\partial L}{\partial \dot{q}}(q(t)) = 0 \quad \text{resp.} \quad \frac{\partial L'}{\partial q}(q'(t)) - \frac{d}{dt}\frac{\partial L'}{\partial \dot{q}'}(q'(t)) = 0
\]

subject to the same initial conditions \( q(0) = q'(0) = q_0, \dot{q}(0) = \dot{q}'(0) = \dot{q}_0 \) satisfy the estimate

\[
\|q - q'\|_{W^{2,\infty}(0,T)} \leq C \varepsilon. \tag{35}
\]

Another consequence of the above estimates (32), (33), and (34) is that, since by (25) the momentum maps \( J \) and \( J' \) depend smoothly on \( \tilde{q} L \) and \( \tilde{q} L' \), respectively,

\[
\|J - J'\|_{W^{1,\infty}(U)} \leq \|L - L'\|_{W^{1,\infty}(U)} \leq C \varepsilon. \tag{36}
\]

Finally, from (35) and (36) it follows that

\[
\|J(q, \dot{q}) - J(q_0, \dot{q}_0)\|_{W^{1,\infty}(0,T)} \leq\|J(q, \dot{q}) - J(q', \dot{q}')\|_{W^{1,\infty}(0,T)} + \|J'(q_0, \dot{q}_0) - J(q_0, \dot{q}_0)\|_{W^{1,\infty}(0,T)} \leq C \varepsilon.
\]

□

In essence, the preceding theorem states that almost-symmetries, in the sense of (28), result in almost-conservation in the sense of (29). The theorem thus effectively removes the rigidity of the classical Noether’s theorem, which applies to exact symmetries only.
4.2. Lagrangian reduction

A general strategy for avoiding broken symmetries in the force-stepping scheme is supplied by the theory of Lagrangian reduction. The aim of this theory is to reduce the dimension of the configuration space of a Lagrangian by systematically exploiting constants of motion and symmetry groups (cf., e.g. [16, 17] and references therein). Thus, suppose \( G \) is a Lie group, \( L: TQ \to \mathbb{R} \) is a Lagrangian invariant under a smooth left action \( \Phi \) of \( G \) on \( Q \), with momentum map \( J \). Then, the theory defines a reduced Lagrangian \( l: TQ/G \to \mathbb{R} \) in which the group coordinates are eliminated. Classical examples include:

(i) **Total linear momentum.** In this case, \( Q = E(n)^N \), \( G = E(n) \) and \( J = p_1 + \ldots + p_N \). Then, given a total linear momentum \( \mu \in \mathfrak{g}^* \), the isotropy group \( G_\mu = G \) reduces to \( G \), and the corresponding reduced phase space is given by \( J^{-1}(\mu)/G \oplus G \) and has dimension \( 2n(N-1) \).

(ii) **Total angular momentum** \((n = 3, N \geq 3)\). In this case, \( Q = E(3)^N \), \( G = SO(3) \) and \( J = q_1 \times p_1 + \ldots + q_N \times p_N \). Then, given a total angular momentum \( \mu \in \mathfrak{g}^* \), the dimension of the corresponding reduced phase space \( J^{-1}(\mu)/G \) depends on the value of \( \mu \). For \( \mu = 0 \), any rotation leaves the level set \( J^{-1}(0) \) invariant, that is \( G_\mu = G \), and therefore the reduced phase space has dimension \( 6(N-1) \). For \( \mu \neq 0 \), only rotations along the direction of \( \mu \) leave the level set \( J^{-1}(\mu) \) invariant, that is \( G_\mu = S^1 \), and therefore the reduced phase space has dimension \( 6N-4 \).

(iii) **Total linear and angular momenta** \((n = 3, N \geq 3)\). Given a total linear momentum \( \mu_1 \) and a total angular momentum \( \mu_2 \), one concludes from the preceding analysis that the corresponding reduced phase space \( TQ/G \) has dimension \( 6N-12 \), resp. \( 6N-10 \), for \( \mu_2 = 0 \), resp. \( \mu_2 \neq 0 \).

The reduced Lagrangian resulting from the elimination of constrained degrees of freedom represents the intrinsic or internal dynamics of the system. Furthermore, the reduced Lagrangian implicitly inherits the conservation laws of the original system. In addition, it is possible to reconstruct the original dynamics from the reduced dynamics.

As an application of the theory, consider Lagrangians of the form (1) with diagonal mass matrix \( M \) and potential \( V \), invariant under translations and rotations. Such systems are known as \( N \)-body problems and are the subject of a vast body of literature (cf., e.g. [18–22]). Reduction with respect to translational symmetry may be achieved by recourse to Jacobi coordinates \( q_1^' \in E(n)^{N-1} \) and center of mass coordinates \( q_{cm} \in E(n) \), defined as

\[
q_j^' = q_{j+1} - \frac{\sum_{i=1}^{j} m_i q_i}{\sum_{i=1}^{j} m_i}, \quad 1 \leq j < N, \tag{37}
\]

\[
q_{cm} = \frac{\sum_{i=1}^{N} m_i q_i}{m_T}, \tag{38}
\]

where \( m_i \) is the mass of the \( i \)th particle and

\[
m_T = \sum_{i=1}^{N} m_i \tag{39}
\]
is the total mass of the system. Clearly, the map \( \pi: q \rightarrow (q', q_{cm}) \) is linear and bijective, and its inverse \( \pi^{-1}(q', q_{cm}) \rightarrow q \) is given by

\[
q_j = q_{cm} + q_{j-1}' \sum_{i=1}^{j-1} m_i - \sum_{i=j}^{N} m_i q_{i-1}', \quad 1 \leq j \leq N,
\]

with \( q_0' = 0 \). The corresponding constant of the motion is the total linear momentum \( \mu_1 = \sum_{i=1}^{N} m_i \dot{q}_i \) and the reduced Lagrangian

\[
l(q', \dot{q}') = \frac{1}{2} \dot{q}'^T M' \dot{q}' - V'(q')
\]

retains the desirable form (1). It is readily shown that the reduced mass matrix \( M' \) is diagonal with non-zero elements

\[
m'_j = m_{j+1} \sum_{i=1}^{j} m_i \sum_{i=1}^{j+1} m_i
\]

and that the reduced potential is

\[
V'(q') = V(\pi^{-1}(q', 0)).
\]

It should be carefully noted that the evolution of the center of mass \( q_{cm}(t) \) is decoupled from the dynamics of the reduced system and, as part of the reconstruction of the original dynamics, it can be trivially obtained as

\[
q_{cm} = \frac{\mu_1}{m_T}.
\]

The trajectories of the reduced Lagrangian system can now be approximated by replacing (41) by an approximate reduced Lagrangian \( l_h(q', \dot{q}') \) that can be solved exactly, e.g. of the form

\[
l_h(q', \dot{q}') = \frac{1}{2} \dot{q}'^T M' \dot{q}' - V_h'(q').
\]

obtained by replacing \( V' \) by its piecewise-linear approximation \( V_h' \). By this construction, the approximate Lagrangian \( l_h \) is translation invariant and the total linear momentum is exactly conserved along the corresponding trajectories.

The reduction with respect to the rotational symmetry, in applications which involve an arbitrary number of particles \( N \geq 3 \) and non-vanishing angular momentum, is presently the subject of active research (cf., e.g. [19–22]). Unfortunately, it is not possible to construct internal or shape coordinates which result in a reduced Lagrangian of the form (1).

4.3. Conservation of discrete symmetries

Lagrangian systems may also have some symmetries that are associated with actions of discrete groups rather than with actions of continuous groups—Lie groups \( G \) presented in the previous subsections are continuous. This is the case of many non-relativistic systems which are invariant under parity. Parity is a discrete symmetry expressed by an operator \( P \), whose action on configuration space \( Q = E(3)^N \) is given by \( P q_j = -q_j \), and on \( Q = E(2)^N \) is given by flipping the sign of only one component of \( q_j \). In general, \( G \)-invariant reductions may or may not preserve the parity.
Figure 4. Three feasible regular triangulations of \( \mathbb{R}^2 \). Triangulation (a) breaks the parity invariance of \( V(q) \); triangulations (b); and (c), do not.

symmetry \( P \). However, reductions with respect to translations given by the map \( \pi(q) \), (37)–(38), induce effective potentials \( V'(q') \) invariant under parity, that is \( V'(Pq') = V'(q') \).

In applications, we employ regular triangulations \( T \) which result in piecewise-affine approximate potentials \( V'_h \) invariant under parity. Figure 4 illustrates the simple case of \( Q' = E(2) \). The extension to \( Q' = E(n)^{N-1} \) is straightforward and falls squarely within the construction presented in Section 3. In addition, time-reversibility follows directly from the definition of the force-stepping scheme. The time-reversal symmetry of Lagrangian systems is a discrete symmetry that is widely considered to be essential to the design of efficient time-integration schemes (cf., e.g. [23] and references therein).

4.4. Conservation of the symplectic structure

In order to establish the symplecticity of the force-stepping scheme, we proceed to look at the Lagrangian system defined by (1) from a Hamiltonian perspective. To this end, we introduce the phase space \( P = T^*Q \), consisting of pairs \( (q, p) \) of configurations \( q \in Q = E(n)^N \) and momenta \( p \in T_q Q \), and the Hamiltonian \( H : P \to \mathbb{R} \) as

\[
H(q, p) = \sup_{v \in T_q Q} \{ p \cdot v - L(q, v) \} = \frac{1}{2} p^T M^{-1} p + V(q). \tag{46}
\]

For a \( G \)-invariant reduced Lagrangian defined by (41), we also introduce the reduced Hamiltonian \( H_\mu : P_\mu \to \mathbb{R} \) as

\[
H_\mu(q', p') = \sup_{v \in T_{q'} Q/G} \{ p' \cdot v - l(q', v) \} = \frac{1}{2} p'^T M'^{-1} p' + V'(q'). \tag{47}
\]

Likewise, the Hamiltonian corresponding to the approximate reduced Lagrangian (45) is

\[
H_{\mu, h}(q', p') = \sup_{v \in T_{q'} Q/G} \{ p' \cdot v - l_h(q', v) \} = \frac{1}{2} p'^T M'^{-1} p' + V'_h(q'). \tag{48}
\]

We now endow \( P \) with the canonical symplectic two-form

\[
\Omega = dq_1 \wedge dp_1 + \cdots + dq_N \wedge dp_N. \tag{49}
\]

Then, pairs \((P, \Omega)\) and \((P_\mu, \Omega_\mu)\) define symplectic manifolds, where the reduced symplectic form \( \Omega_\mu \) is determined by the Symplectic Reduced Theorem [17]. For systems with Abelian symmetries, \( \Omega_\mu \)
carries the canonical symplectic structure modified by magnetic terms $\beta_\mu$. In particular, reductions with respect to translations given by the map $\pi(q)$, (37)–(38), induce the following reduced symplectic two-form

$$\Omega_{\mu_1} = \Omega - \beta_{\mu_1} = q'_1 \wedge dp'_1 + \cdots + dq'_{N-1} \wedge dp'_{N-1},$$

where $p'_i = m'_i q'_i$ and $\beta_{\mu_1}$ is the curvature of the mechanical connection, i.e. $\beta_{\mu_1} = dR \wedge d\mu_1$.

We recall (cf. e.g. [24–26]) that a diffeomorphism $\varphi: P \to P$ is symplectic if it preserves the symplectic two-form, i.e. if

$$\Omega(T \varphi(z)\eta_1, T \varphi(z)\eta_2) = \Omega(\eta_1, \eta_2).$$

Likewise, in reduced phase space, a diffeomorphism $\varphi: P_\mu \to P_\mu$ is symplectic if it preserves the reduced symplectic two-form. The symplecticity of Lipschitz homeomorphisms has been investigated by Whitney [27] and by Gol'dshtein and Dubrovskiy [28]. Then, in the present setting, it is possible to verify the symplecticity of force-stepping directly. To this end, we may write $\varphi(q'_0, p'_0) = (q'(t), p'(t))$ and

$$T \varphi \equiv \begin{pmatrix} \partial_{q'} \varphi_q' & \partial_{p'} \varphi_q' \\ \partial_{q} \varphi_{p'} & \partial_{p} \varphi_{p'} \end{pmatrix} = \begin{pmatrix} Q_{q'} & Q_{p'} \\ P_{q'} & P_{p'} \end{pmatrix},$$

then $\varphi$ is symplectic if

$$P_{p'}^T Q_{p'} = Q_{p}^T P_{p'},$$

$$P_{p'}^T Q_{q'} = Q_{p}^T P_{q'} + I,$n

$$Q_{q'}^T P_{p'} = P_{q'}^T Q_{q'}.$$n

We proceed to verify that these identities are indeed identically satisfied by the force-stepping scheme. For simplicity of notation and without loss of generality we take the mass matrix to be of the form $M = m I$. In addition, it suffices to consider mappings defined by the trajectory depicted in Figure 2, the general result then following by recursion. Evidently, the symplectic form is trivially conserved for $t \in [t_0, t_1)$, where $t_1$ is the time of intersection with the boundary of the underlying triangulation. For $t \in (t_1, t_2)$, the dependence of $t_1$ on the initial conditions $(q'_0, q_0)$ must be carefully accounted for, i.e.

$$\frac{\tilde{c}t_1}{\tilde{c}q_0} = (t_1 - t_0) \frac{\tilde{c}t_1}{\tilde{c}q_0} = - \frac{t_1 - t_0}{\dot{q}(t_1) \cdot n} = - \left| \frac{\tilde{c}t_1}{\tilde{c}q_0} \right| n.$$

For $t \in (t_1, t_2)$ we have

$$\dot{q}(q_0, \dot{q}_0, t) = \dot{q}_0 - \frac{t_1 - t_0}{m} \nabla V_I - \frac{t - t_1}{m} \nabla V_{II},$$

$$q(q_0, \dot{q}_0, t) = q_0 + (t - t_0) \dot{q}_0 - \frac{(2t - t_1 - t_0)(t_1 - t_0)}{2m} \nabla V_I - \frac{(t - t_1)^2}{2m} \nabla V_{II}.$$
From these identities, the components of the Jacobian matrix \( T \phi \) are found to be

\[
P_p = I - \frac{1}{m} |\nabla V_{II} - \nabla V_I| \left| \frac{\partial t_1}{\partial q_0} \right| n \otimes n, \tag{59}
\]

\[
Q_p = (t - t_0) I - \frac{t - t_1}{m} |\nabla V_{II} - \nabla V_I| \left| \frac{\partial t_1}{\partial q_0} \right| n \otimes n, \tag{60}
\]

\[
P_q = -\frac{1}{m} |\nabla V_{II} - \nabla V_I| \left| \frac{\partial t_1}{\partial q_0} \right| n \otimes n, \tag{61}
\]

\[
Q_q = I - \frac{t - t_1}{m} |\nabla V_{II} - \nabla V_I| \left| \frac{\partial t_1}{\partial q_0} \right| n \otimes n, \tag{62}
\]

where the following identity has been used

\[
\nabla V_{II} - \nabla V_I = \pm |\nabla V_{II} - \nabla V_I| n. \tag{63}
\]

A straightforward calculation shows that the symplecticity relations (53) are identically satisfied by (59), (60), (61), and (62), which establishes the symplecticity of the force-stepping scheme.

### 4.5. Summary of the conservation properties of the force-stepping scheme

The results proven in the foregoing can be summarized as follows:

The force-stepping time-integration scheme is a symplectic, energy conserving, time-reversible integrator with automatic selection of the time-step size. The scheme also conserves approximately all the momentum maps associated with the symmetries of the system. Exact conservation of momentum maps may be achieved by recourse to Lagrangian reduction.

Time-reversibility and parity-invariance of force-stepping follow directly from the definition of the scheme. The automatic time-step selection property also follows by construction. In particular, in regions where the velocity is high, the times effectively spent by the trajectory inside a simplex are short and the resulting time steps are small. In contrast, if the velocity is low, the resulting time steps are comparatively large.

Theorems 5.2 and 4.2 show that the naïve force-stepping scheme, while not exactly conserving in general, results in approximate momentum conservation, with the conservation error controlled uniformly on compact time intervals by the asymmetry of the approximate Lagrangian. This near-conservation property is frequently sufficient in applications and is borne out by the numerical examples presented in Section 6.

We again emphasize that the momentum maps that are nearly conserved by force-stepping are precisely those conserved by the original system. This is in contrast to variational integrators, which conserve discrete momentum maps that are a discretization of—and differ from in general—the momentum maps of the original system.

### 5. CONVERGENCE ANALYSIS

Assume that the configuration space is \( \mathbb{R}^d \) and the potential \( V: \mathbb{R}^d \to \mathbb{R} \) is a \( C^1 \) function bounded from below. We use a regular triangulation \( \mathcal{T}_h \) of \( \mathbb{R}^d \) (see Section 3) and define \( V_h \) as the
corresponding continuous piecewise affine approximation of $V$. Clearly, $V_h \to V$ uniformly on compact subsets of $\mathbb{R}^d$.

The approximating trajectories $q_h$ can be represented by their successive times of element boundary crossings $0 = t_0 < t_1 < t_2 < \ldots$ and the corresponding sequences of positions $q_h(t_0), q_h(t_1), q_h(t_2), \ldots$ and velocities $\dot{q}_h(0), \dot{q}_h(t_1), \dot{q}_h(t_2), \ldots$. Note that the trajectories for the piecewise-linear continuous approximation are defined unambiguously as long as they are never tangential to the boundary of any cell of the underlying triangulation while crossing this boundary. We will call trajectories such that, for every $k$, $\dot{q}_h(t_k)$ is not aligned with $F$, where $F$ is a face of a triangulation element such that $q_h(t_k) \in F$, transversal. If $q$ is non-transversal we denote by $t_{\text{max}}$ the first time $t$ for which $q(t)$ lies on an element boundary and $\dot{q}(t)$ is aligned with that boundary.

We also have to make sure that our iterative procedure defines an approximate trajectory for all positive times. This does not follow from transversality as the sequence $(t_k)$ could be bounded. If this is indeed the case, we define $t_{\text{max}} := \lim_{k \to \infty} t_k \in \mathbb{R}$, and our approximate trajectory will be defined only on $[0, t_{\text{max}})$. For transversal trajectories with $t_k \to \infty$ as $k \to \infty$ we set $t_{\text{max}} = \infty$.

The main goal of this section will be to justify our approximation scheme by proving that—except for a negligibly small set of initial conditions—the approximating trajectories converge to the original trajectory in a rather strong sense along any sequence of triangulation parameters $h$ tending to zero. More precisely, the exceptional set is shown to be of Hausdorff dimension at most $2d - 1$ in the $2d$-dimensional phase space (and consequently its Lebesgue measure vanishes).

By construction, an approximating trajectory $q_h$ lies in $C^1([0, t_{\text{max}}))$ and satisfies

$$M \ddot{q} = -\nabla V_h(q) \quad \text{on } (0, t_{\text{max}})$$

(64)

for all times $t$ such that $q(t)$ lies in the interior of some triangulation element. As an immediate consequence we obtain that $q_h$ conserves energy:

**Lemma 5.1**

If $q_h$ is an approximating trajectory with initial conditions $(q_0, \dot{q}_0)$, then

$$\frac{1}{2} \dot{q}_h^T(t) M \dot{q}_h(t) + V_h(q_h(t)) = \frac{1}{2} \dot{q}_0^T M \dot{q}_0 + V_h(q_0)$$

for all $t \in [0, t_{\text{max}})$.

**Proof**

If $t \in [t_k, t_{k+1}]$, then

$$\frac{1}{2} \dot{q}_h^T(t) M \dot{q}_h(t) + V_h(q_h(t)) = \frac{1}{2} \dot{q}_h^T(t_k) M \dot{q}_h(t_k) + V_h(q_h(t_k))$$

since $q_h$ is a solution of the Euler–Lagrange equation (64) on $[t_k, t_{k+1}]$. The claim now follows by induction on $n$. \hfill $\Box$

The approximating trajectories, being smooth inside the cells (a quadratic function) and $C^1$ across element boundaries, in fact belong to the Sobolev class $W^{2, \infty}_{\text{loc}}([0, t_{\text{max}}))$ of twice weakly differentiable functions whose second derivative is bounded on any compact time interval. More
precisely, we have the following

Lemma 5.2
Approximating trajectories \( q_h \) are elements of \( W^{2, \infty}_{\text{loc}}([0, \infty)) \) if \( t_{\text{max}} = \infty \). If \( t_{\text{max}} < \infty \), then \( q_h \in W^{2, \infty}([0, t_{\text{max}}]) \). Moreover, if \( (q_h)_{h>0} \) is a family of approximating trajectories with the same initial conditions, then, for each finite \( T \leq t_{\text{max}} \), \( \| q_h \|_{W^{2, \infty}([0, T])} \) is equi-bounded in \( h \).

Proof
Indeed, by Lemma 5.1 and the fact that \( V \), and hence \( V_h \), is bounded from below, \( \dot{q}_h(t) \) is bounded uniformly in \( h \) and \( t \) and therefore \( \dot{q}_h(t) \) is bounded uniformly in \( h \) and uniformly in \( t \) on finite time intervals. But then also \( \ddot{q}_h(t) \) is bounded uniformly on finite time intervals as \( q_h \) satisfies (64) for almost all \( t \in [0, t_{\text{max}}] \). In particular, if \( t_{\text{max}} < \infty \), then \( \dot{q}_h \) can be extended as a Lipschitz function to \([0, t_{\text{max}}] \). \( \square \)

For purposes of analysis, it is useful to note that in fact any non-transversal trajectory satisfies the Euler–Lagrange equation in the weak sense:

Proposition 5.1
Suppose \( t \mapsto q_h(t) \) is an approximating trajectory. Then (64) is satisfied in the weak sense, i.e. \( \ddot{q} \) is the (piecewise continuous) weak second derivative of \( q \) and the equality is understood as equality almost everywhere on \((0, t_{\text{max}}) \).

Proof
This follows from the proof of Lemma 5.2: As \( q_h \) lies in \( C^1([0, t_{\text{max}})) \), \( \ddot{q} \) is piecewise continuous with only finitely many jumps on any compact interval in \((0, t_{\text{max}}) \) and \( q_h \) satisfies (64) for all times \( t \notin \{t_0, t_1, t_2, \ldots\} \), (64) is easily seen to hold in the sense of distributions. \( \square \)

Restricting our attention to transversal trajectories is justified by the following result.

Lemma 5.3
Let \( h>0 \). The set of initial conditions \((q_0, \dot{q}_0)\) for which the trajectory \((q_h(t), \dot{q}_h(t))\) is non-transversal has Hausdorff-dimension \( 2d - 1 \).

Proof
We first consider a single step \((q_{k-1}, \dot{q}_{k-1}) \mapsto (q_k, \dot{q}_k)\) of the dynamics: Let \( \partial \mathcal{T}_h \) be the collection of element boundaries and define the mapping \( \tau : \partial \mathcal{T}_h \times \mathbb{R}^d \to \partial \mathcal{T}_h \times \mathbb{R}^d \) in the following way: For \((q, \dot{q}) \in \partial \mathcal{T}_h \times \mathbb{R}^d \) solve the Euler–Lagrange equation (64) backwards in time with initial condition \((q, \dot{q})\) and define \( \tau(q, \dot{q}) \) to be the position and velocity at the first element boundary crossing. This is a well-defined mapping as long as \( \dot{q} \) is not aligned with the boundary \( q \) lies on. In the exceptional case that \( \dot{q} \) is aligned with this boundary we will view \( \tau \) as being multivalued, more precisely \( \tau(q, \dot{q}) \) consisting of the set of transversal points in phase space \((\tilde{q}, \tilde{\dot{q}})\) that are mapped to \((q, \dot{q})\) under the discrete dynamics. (Note that \#\( \tau(q, \dot{q}) \) is bounded by the number of elements incident to \((q, \dot{q})\).)

Fix \( T > 0 \). Then on the set of those \((q, \dot{q})\) for which \( \tau(q, \dot{q}) \) is reached in a time span less than or equal to \( T \), the mapping \( \tau \) is locally Lipschitz. As the set of non-transversal points \((q, \dot{q})\), i.e. for which \( q \) lies on some element boundary and \( \dot{q} \) is parallel to this boundary, is \((2d - 2)\)-dimensional, this proves that, for fixed \( k \in \mathbb{N} \), the set of points \((q_1, \dot{q}_1)\) for which the corresponding trajectories satisfy \( t_k \leq T \) and \( q_h \) is non-transversal at \( t_k \) is locally of finite \((2d - 2)\)-dimensional Hausdorff measure.
Now note that clearly the pre-images of the mapping \((q_0, \dot{q}_0) \mapsto (q_1, \dot{q}_1)\) are of finite one-dimensional Hausdorff measure on the set of those \((q_0, \dot{q}_0)\) for which \(t_1 \leq T\). Now finally sending \(k \to \infty\) and \(T \to \infty\), we obtain that the set of initial conditions for which \(t_k\) is non-transversal for some \(k\) is \((2d - 1)\)-dimensional.

We also need to show that the set of trajectories with \(t_{\text{max}} < \infty\) is negligible in a suitable sense. Note first that our approximating trajectories—being elements of \(W^{2,\infty}(0, t_{\text{max}})\)—can be extended to functions in \(C^1([0, t_{\text{max}}])\). To this end, we introduce the following two subsets of \(\mathbb{R}^d\): By \(\Delta_1\) denote the set of all vectors in \(\mathbb{R}^d\) which are aligned with some triangulation element face. As we use regular triangulations (see Section 3), \(\Delta_1\) is a \((d - 1)\)-dimensional set (the union of a finite number of hyperplanes) in \(\mathbb{R}^d\). Similarly, let \(\Delta_2\) denote the set of vectors which are aligned with two non-parallel faces of some triangulation element. Then \(\Delta_2\) is a finite union of codimension 2 subspaces of \(\mathbb{R}^d\), and in particular \(\Delta_2\) is \((d - 2)\)-dimensional.

Lemma 5.4
Suppose \(q_h\) is transversal. If \(t_{\text{max}} < \infty\), then necessarily \(\dot{q}_h(t_{\text{max}}) \in \Delta_2\).

Proof
If \(t_{\text{max}} < \infty\), then \(t_k \to t_{\text{max}}\) and there are infinitely many boundary crossing times \(t_{km}\), say, at which the points \(q_h(t_{km})\) lie on the same face \(F\) of a single triangulation element. We can decompose the particle motion \(q_h = q^F_{\parallel} + q^F_{\perp}\) into a scalar part \(q^F_{\perp}\) perpendicular to \(F\) and a \((d - 1)\)-dimensional motion \(q^F_{\parallel}\) parallel to \(F\). Denote the two closed elements adjacent to \(F\) by \(F^+\) and \(F^-\).

We first show that \(q_h(t_{\text{max}})\) cannot lie in the interior of \(F\). Suppose the contrary were true. As \(t_{km+1} - t_{km} \to 0\) and the boundary \(\partial (F^+ \cup F^-)\) of \((F^+ \cup F^-)\) is a positive distance apart from \(q_h(t_{\text{max}})\), for sufficiently large \(m\), \(q_h\) cannot cross this boundary in between two crossings of \(F\). Otherwise the transversal velocity \(\dot{q}_{h,\parallel}\) would diverge. It follows that, for \(t\) large enough, \(q_h(t)\) alternates between \(F^+\) and \(F^-\). But then the explicit form of \(q^F_{\perp}\) as a parabola shows that the time that elapses between two crossings of \(F\) can only take two different values (depending on whether the particle moves through \(F^+\) or \(F^-\)) and in particular does not converge to zero. This contradicts the convergence of \((t_k)\).

Thus we may assume that \(q_h(t_{\text{max}}) \in \partial F\). As we have just seen that \(q_h\) cannot lie in the interior of \(F^+ \cup F^-\) for all times close to \(t_{\text{max}}\), we thus get another sequence \(t_{km}\) such that \(q_h(t_{km}) \in G\), where \(G\) is another face of \(F^+\) or \(F^-\) such that \(q_h(t_{\text{max}}) \in \partial G\).

Note that the vector \(q_h(t_{km+1}) - q_h(t_{km})\), and thus also the difference quotient \([(q_h(t_{km+1}) - q_h(t_{km}))/ (t_{km+1} - t_{km})]\) is aligned with \(F\). Taking the limit \(m \to \infty\) we deduce that \(\dot{q}_h(t_{\text{max}}) = 0\), i.e. that also \(q_h(t_{\text{max}})\) is aligned with this element face, since \(q_h \in C^1([0, t_{\text{max}}])\). An analogous argument with \(F\) replaced by \(G\) shows that \(\dot{q}_h(t_{\text{max}})\) is aligned with \(G\), too. Thus in fact \(\dot{q}_h(t_{\text{max}})\) is aligned with \(F \cap G\), and this concludes the proof.

Before we prove convergence of the approximating trajectories, let us note that, for transversal initial conditions, the trajectories remain transversal for a non-zero time span independent of \(h\).

Lemma 5.5
Suppose \(q_0 \notin \Delta_1\). Then there exists \(T > 0\) independent of \(h\) such that \(t_{\text{max}}(h) > T\) for all \(h\).
Proof
As \( \ddot{q}_h(t) \) is bounded independently of \( h \) on compact intervals by Lemma 5.2, by choosing \( T \) small enough, we may assume that \( |\dot{q}_h(t) - \dot{q}_0| \) is so small that \( \dot{q}_h(t) \notin \Delta_1 \) for all \( t \leq \min\{T, t_{\text{max}}(h)\} \). But then \( q_h \) is transversal on \([0, \min\{T, t_{\text{max}}(h)\}]\), and in particular \( t_{\text{max}}(h) > T \). The claim now follows.

As a consequence, for transversal initial conditions this implies \( \liminf_{h \to 0} t_{\text{max}}(h) > 0 \).

**Theorem 5.1**
Fix initial conditions \((q_0, \dot{q}_0)\) such that \( \dot{q}_0 \notin \Delta_1 \). For all \( 0 < T < \liminf_{h \to 0} t_{\text{max}}(h) \), the approximating trajectories \( q_h \) converge to the continuum trajectory \( q \) strongly in \( W^{2,\infty}([0, T]) \).

**Proof**
By Lemma 5.2 \( \|q_h\|_{W^{2,\infty}([0, T])} \) is bounded independently of \( h \). Passing—if necessary—to a subsequence, we may assume that \( q_h \to q \) in \( W^{2,\infty}([0, T]) \) for some \( q \in W^{2,\infty}([0, T]) \). But then \( q_h \) converges strongly in \( W^{1,\infty} \) by the Rellich compactness theorem and since \( \nabla V_h \to \nabla V \) uniformly on compacts, we may pass to the limit in (64) to obtain that

\[
M\ddot{q} = -\nabla V(q) \quad \text{on } [0, T].
\]

As the right-hand side of (64) converges uniformly, also \( \ddot{q}_h \) converges uniformly to \( \ddot{q} \) and we obtain \( q_h \to q \) strongly in \( W^{2,\infty}([0, T]) \).

Applying the above reasoning to an arbitrary subsequence \( h_m \to 0 \), we have thus proved that a further subsequence converges to a solution \( q \) of the original equation of motion. As this solution is unique, indeed the family \( q_h \) converges to \( q \).

We are now in a position to state and prove our main global convergence result. In Lemma 5.3 we have seen that the element boundary crossings of approximating sequences are transversal except for a \((2d-1)\)-dimensional set of initial conditions. This exceptional set does indeed depend on \( h \) and, therefore, if \( h \) is viewed as a real variable we cannot expect that the set of exceptional initial values can be chosen negligibly small independently of \( h \). However, in practice this problem does not occur since every numerical scheme is restricted to sequences \( h_m \to 0 \). Under these conditions, the following theorem shows that the exceptional set is indeed negligible.

**Theorem 5.2**
Let \( h_m \to 0 \). Then except for a \((2d-1)\)-dimensional set of initial conditions \((q_0, \dot{q}_0)\), \( q_{h_m} \) converges to the continuum solution \( q \) strongly in \( W^{2,\infty}_{\text{loc}}([0, \infty)) \).

**Proof**
As \( \{h_m\} \) is countable, by Lemma 5.3 we may assume that all the element boundary crossings at times \( t_1(h_m), t_2(h_m), \ldots \) are transversal. By Theorem 5.1 it suffices to show that \( \liminf_{m \to \infty} t_{\text{max}}(h_m) = \infty \). Suppose this were not the case, say \( \liminf_{m \to \infty} t_{\text{max}}(h_m) = \bar{t} < \infty \). By passing to a subsequence (not relabeled) we may assume that \( \bar{t} = \lim_{m \to \infty} t_{\text{max}}(h_m) \). Now Lemma 5.4 implies that \( \dot{q}_{h_m}(t_{\text{max}}(h_m)) \in \Delta_2 \). On the other hand, we deduce from Theorem 5.1 that, for all \( T < \bar{t} \), \( q_{h_m}(T) \to \dot{q}(T) \). As by Lemma 5.2 \( \sup_{[T, t_{\text{max}}]} \dot{q}_{h_m}(t) \) is uniformly bounded, \( \Delta_2 \) is closed and \( \dot{q} \) is continuous, sending \( T \to \bar{t} \) we deduce that \( \dot{q}(\bar{t}) \in \Delta_2 \). We conclude the proof by showing that the set of initial conditions for which \( \dot{q}(t) \in \Delta_2 \) at some positive time \( t \) has Hausdorff dimension \( 2d-1 \): Let \( \Phi: \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{2d} \) with
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\( \mathbb{R}^d \times \mathbb{R}^d \) be the flow associated with the continuum equations of motion

\[
\begin{align*}
\dot{q}(t) &= p(t), \\
\dot{p}(t) &= -M^{-1} \nabla V(q(t)),
\end{align*}
\]

i.e. solutions with initial conditions \((q_0, p_0)\) are given by \((q(t), p(t)) = \Phi(t, q_0, p_0)\). The critical set of initial conditions under investigation is then given by

\[
\bigcup_{t \in [0, \infty)} \Phi_t^{-1}(\mathbb{R}^d \times \Delta_2) = \Phi^{-1}(\mathbb{R}^d \times \Delta_2),
\]

where \(\Phi_t = \Phi(t, \cdot)\). As \((t, q, p) \mapsto (t, \Phi_t(q, p))\) is a diffeomorphism on \(\mathbb{R}^{2d+1}\) and \(\Delta_2\) is \((d-2)\)-dimensional, the set \(\{(t, q_0, p_0) : (t, \Phi_t(q_0, p_0)) \in \mathbb{R} \times \mathbb{R}^d \times \Delta_2\}\) is \((2d-1)\)-dimensional. But \(\Phi^{-1}(\mathbb{R}^d \times \Delta_2)\) is just the projection onto the first coordinate of this set. As projections—being Lipschitz continuous—do not enlarge the dimension of a set, we have indeed \(\dim \Phi^{-1}(\mathbb{R}^d \times \Delta_2) \leq 2d - 1\). \( \square \)

6. NUMERICAL EXAMPLES

We begin with the following quote from the survey of open problems in symplectic integration by McLachlan and Scovel [29]:

**How efficient can symplectic integrators be, given only the Hamiltonian (Lagrangian) function?**

The answer of this question is of practical relevance either when the Lagrangian is so complicated that one does not wish to calculate its derivative by hand or when the numerical evaluation of the derivative is so computationally demanding that one does not wish to use a time integrator that relies on its calculation, e.g. multiscale modeling of materials. The force-stepping integrator defined in Section 2 and the continuous piecewise-linear representation of approximate energies presented in Section 3 result in a time integration scheme which only requires one evaluation of the potential energy in each step. Thus, force-stepping could shed some light on the question posed above.

Next, we present selected examples of applications that showcase the conservation, accuracy, long-term behavior, and convergence properties of force-stepping. These properties play an important role in the long-term behavior of problems with strong non-linearities, e.g. long-term integration in celestial mechanics and computation of thermodynamics properties in molecular dynamics. For instance, experience has shown that time-step adaption provides an efficient way to cope with strong non-linearities, but it is also observed that it tends to degrade the long-term behavior of standard time integrators [30, 31]. We illustrate the performance of force-stepping in those areas of application by means of three examples: the motion of two bodies that attract each other by Newton’s law of gravitation, that is the Kepler problem, the dynamics of a frozen argon cluster, and the oblique impact of an elastic cube. In the first example, we investigate Lagrangian reductions with respect to translational and rotational symmetries. In the second example, we only investigate translational symmetry reductions by means of the general procedure presented in Section 4. In the third example, we do not carry out any Lagrangian reduction.

For purposes of assessing the performance of force-stepping, we draw detailed comparisons with the second-order explicit Newmark method, namely, the member of the Newmark family of time-stepping algorithms corresponding to parameters \(\beta = 0\) and \(\gamma = 1/2\) (cf., e.g. [32] for a
detailed account of Newmark’s method). In the linear regime, explicit Newmark is second-order accurate and conditionally stable, with a critical time step equal to twice over the maximum natural frequency of the system. Explicit Newmark is identical to velocity Verlet and, for constant time step, it is also identical to central differences. It can also be shown that the Newmark solution is in one-to-one correspondence, or ‘shadows’, the solution of the trapezoidal-rule variational integrators (cf., e.g. [32]). Thus, explicit Newmark provides a convenient representative of a time integrator commonly used in molecular dynamics, finite-differencing, and variational integration.

Detailed analyses of the implicit members of the Newmark family of algorithms, their stability, and energy preserving properties (for linear systems) were given in Belytschko and Schoeberle [33], Hughes [34], and related papers.

6.1. Kepler problem

6.1.1. Lagrangian reduction. The motion of two bodies that attract each other by Newton’s inverse square law of gravitation is often called the Kepler problem. This problem is characterized by a Lagrangian \( L : \mathbb{R}^6 \times \mathbb{R}^6 \to \mathbb{R} \) of the form (1) and is rich in symmetries and constants of motion. Among these invariants, the total linear momentum and the total angular momentum are relevant to our analysis. We first apply the ideas of Lagrangian reduction, presented in Section 4, to reduce the dimension of phase space to \( TQ = \mathbb{R}^2 \times \mathbb{R}^2 \). More precisely, we chose one of the bodies as the center of the coordinate system in order to have a two-dimensional motion \( q = (x, y) \). Then, the Lagrangian reduces to

\[
L(x, y, \dot{x}, \dot{y}) = \frac{1}{2}(\dot{x}^2 + \dot{y}^2) + \frac{1}{\sqrt{x^2 + y^2}},
\]  

(65)

and the solution is stable and periodic for initial conditions of the family

\[
q_0 = (1 - e, 0), \quad \dot{q}_0 = \left(0, \sqrt{\frac{1+e}{1-e}}\right)
\]  

(66)

with \( 0 \leq e < 1 \). Indeed, Kepler’s first law states that planets move in elliptic orbits with the sun at one of the foci.

It is possible to further reduce phase space by first changing the coordinates to a polar representation and then by eliminating the angular components, i.e. the group coordinates associated with the rotational symmetry. Then, reduction by stages gives a reduced Lagrangian \( l : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) of the form (1),

\[
l(r, \dot{r}) = \frac{1}{2}r^2 - V'(r),
\]  

(67)

\[
\Theta(t) = \int_0^t \frac{\Theta}{r(\tau)^2} d\tau + \Theta_0,
\]  

(68)

where the effective potential is \( V'(r) = -1/r + \Theta^2/2r^2 \), and the total angular momentum is \( \Theta = r\dot{\Theta} = x\dot{y} - y\dot{x} \). Initial conditions are

\[
r_0 = 1 - e, \quad \dot{r}_0 = 0, \quad \Theta = \sqrt{1-e^2}, \quad \Theta_0 = 0.
\]  

(69)

A unique property of 2-body problems, e.g. the Kepler problem, is that reduction with respect to translational and rotational symmetries induces Lagrangians of the desirable form (1). Therefore,
force-stepping trajectories can be readily obtained either from (65) or from (67). The latter are linear and angular momenta preserving and the former are linear momentum preserving. This is in sharp contrast to $N$-body problems with $N \geq 3$, which only allow for an effective reduction with respect to the translational symmetry, as described in Section 4.

We first consider the Kepler problem described by the Lagrangian (65) and initial conditions (66) with $e = 0.85$. The size of the underlying simplicial triangulation employed in the force-stepping calculations is $h_{x,y} = 0.022$. The time step employed in the time-stepping calculations is $\Delta t = 0.0125$, which corresponds to the average time step resulting from the force-stepping calculations. The total duration of the analysis is $64\pi$.

The constant time-step explicit Newmark method is symplectic-momentum preserving and, therefore, does not conserve energy. As it is often the case with symplectic-momentum preserving methods, it nevertheless has good energy-conservation properties for sufficiently small time steps. However, due to the conditional stability of the method the time-step is constrained by the maximum natural frequency of the system. The one-step explicit algorithm is

$$q_{k+1} = q_k + \Delta t \dot{q}_k - \frac{\Delta t^2}{2} M^{-1} \nabla V(q_k),$$
$$\dot{q}_{k+1} = \dot{q}_k - \frac{\Delta t}{2} M^{-1} \left[ \nabla V(q_k) + \nabla V(q_{k+1}) \right].$$

By way of contrast, LaBudde and Greenspan [35] presented a second-order accurate and symmetric method which is energy-momentum preserving and, therefore, does not conserve the symplectic structure. This time integrator was designed as a modification of the midpoint rule method considering a potential energy of the form $V(q) = U(|q|)$, e.g. the Kepler problem satisfies this restrictive condition. The one-step implicit algorithm is

$$q_{k+1} = q_k + \frac{\Delta t}{2} (\dot{q}_k + \dot{q}_{k+1}),$$
$$\dot{q}_{k+1} = \dot{q}_k - \Delta t \frac{U(|q_{k+1}|) - U(|q_k|)}{|q_{k+1}|^2 - |q_k|^2} M^{-1} (q_{k+1} + q_k).$$

Figure 5 shows the trajectories provided by force-stepping, explicit Newmark, and the energy-momentum preserving time integrator. Although a precession effect is characteristic of these numerical trajectories, we note that orbits are stable and elliptic over long times. The good long-time behavior of force-stepping and explicit Newmark is due to their exact conservation of the symplectic structure. In contrast, the good long-time behavior of the energy-momentum method is understood as a consequence of its time-reversibility more than of its exact conservation properties [23]. Conservation of the total energy and/or the angular momentum of these methods is verified in Figure 6. It is also worth noting that, at least for this dynamic system of interest, there is no apparent drift in the angular momentum of force-stepping trajectories. This may be understood as a consequence of the near-momentum conservation properties of the method (Theorem 4.2).

Figure 7 shows a histogram of the time steps selected by force-stepping. The broad range of time steps is noteworthy, as is their distribution in configuration space shown on the right side of Figure 5. In regions where the velocity is high (low), the resulting time steps are small (large). Thus, these figures also illustrate the automatic time-selection property of force-stepping. This property may in turn be regarded as the means by which force-stepping achieves symplecticity, exact conservation of energy, and approximate conservation of momentum maps. It also
Figure 5. Kepler problem described by $L(x, y, \dot{x}, \dot{y})$ with $e = 0.85$ and $\Delta t = 0.0125$. Left: Force-stepping (blue line), Newmark (red line), energy-momentum (green line), and exact (black line) trajectories in configuration space. Right: Spatial distribution of time steps selected by force-stepping for $h_{x,y} = 0.022$.

Figure 6. Kepler problem described by $L(x, y, \dot{x}, \dot{y})$ with $e = 0.85$. The force-stepping solution ($h_{x,y} = 0.022$) shows exact conservation of energy and near-conservation of momentum. The Newmark solution ($\Delta t = 0.0125$) shows near-conservation of energy and exact conservation of momentum. The time step employed in the energy-momentum calculations is $\Delta t = 0.0125$.

bears emphasis that, unlike variable time-step variational integrators designed to conserve energy [36, 37], force-stepping always selects a valid time step and is therefore free of solvability concerns.

We now consider the Kepler problem described by the reduced Lagrangian (67) and initial conditions (69) with $e = 0.85$. The size of the underlying simplicial triangulation employed in the force-stepping calculations is $h_T = 0.0067$—we note that the simplicial triangulation reduces to a one-dimensional grid. The time step employed in the time-stepping calculations is $\Delta t = 0.0125$, which corresponds to the average time step resulting from the force-stepping calculations as well as to the time step employed in the above calculations. The total duration of the analysis is $64\pi$. 

Figure 7. Kepler problem described by $L(x, y, \dot{x}, \dot{y})$ with $e=0.85$. Histogram of time steps selected by force-stepping for $h_{x,y}=0.022$.

Figure 8. Kepler problem described by $l(r, \dot{r})$ with $e=0.85$ and $\Delta t=0.0125$. Left: Force-stepping (blue line), Newmark (red line) and exact (black line) reconstructed trajectories in configuration space. Right: Spatial distribution of time steps selected by force-stepping for $h_r=0.0067$.

Figure 8 shows the reconstructed trajectories provided by force-stepping and explicit Newmark. The original dynamics is reconstructed from the reduced dynamics by computing $\theta(t)$ from (68). The angular displacement can be exactly obtained from force-stepping trajectories and therefore the total angular momentum map is conserved along the reconstructed trajectories. Conservation of the total energy and the angular momentum of the reconstructed trajectories is verified in Figure 9. As demonstrated in Section 4, force-stepping is a symplectic-energy time-reversible integrator which, by recourse to Lagrangian reduction, conserves exactly the total linear and angular momentum maps of the original Lagrangian.

It is suggestive to note that the automatic time-selection property of force-stepping leads to a sharper distribution of time steps in the reduced configuration space than in the original.
6.1.2. Strong non-linearities. McLachlan and Scovel [29] recognize the Kepler problem with \( e \to 1 \) as a strong non-linear problem and suggest taking this case as a good test of a variable time step method. We then consider the Kepler problem described by the Lagrangian (65) and initial conditions (66) with \( e=0.99 \). Thus, the potential energy gradient goes from \( \nabla V(q_0) = (10^4, 0) \) at the initial configuration to \( \nabla V(q_a) \approx (1, 0) \) at the apoapsis—farthest point from the focus. The size of the underlying simplicial triangulation employed in the force-stepping calculations is \( h_{x,y} = 0.000247 \). The time step employed in the time-stepping calculations is \( \Delta t = 0.000175 \), which corresponds to the average time step resulting from the force-stepping calculations. The total duration of the analysis is \( 16\pi \).

Figure 10 shows force-stepping, explicit Newmark, and energy-momentum preserving trajectories in configuration space. We first note that the orbits of both force-stepping and energy-momentum methods are stable and elliptic over long times, whereas explicit Newmark does not even exhibit the qualitative periodic behavior of the solution. We also note that a larger precession effect of the energy-momentum preserving integrator is in clear detriment of its pointwise accuracy. The remarkable behavior of force-stepping relays on its automatic time-step selection required for achieving symplecticity, exact conservation of energy, and approximate conservation of momentum maps. Indeed, the direct relationship between the spatial distribution of time steps and the non-linearity of the problem—visualized by the iso-curves of potential energy—is illustrated on the right side of Figure 10. In contrast, the good behavior of the energy-momentum method may relay on its implicit algorithm specially designed for central field forces, i.e. \( V(q) = U(|q|) \), which is significantly more computationally expensive than force-stepping—force-stepping has complexity \( O(d^2) \) whereas the energy-momentum method requires the solution of a non-linear system with complexity \( O(d^3) \). Finally, conservation of the total energy and the angular momentum are verified in Figure 11.
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Figure 10. Kepler problem described by $L(x, y, \dot{x}, \dot{y})$ with $e=0.99$ and $\Delta t=0.000175$. Left: Force-stepping (blue line), Newmark (red line), energy-momentum (green line), and exact (black line) trajectories in configuration space. Right: Spatial distribution of time steps selected by force-stepping for $h_{x,y}=0.000247$.

Figure 11. Kepler problem described by $L(x, y, \dot{x}, \dot{y})$ with $e=0.99$. The force-stepping solution ($h_{x,y}=0.000247$) shows exact conservation of energy and near-conservation of momentum. The Newmark solution ($\Delta t=0.000175$) shows near-conservation of energy and exact conservation of momentum. The time step employed in the energy-momentum calculations is $\Delta t=0.000175$.

6.1.3. Convergence analysis. We motivate this section with the following problem posed by McLachlan and Scovel [29]:

*Develop variable time-step symplectic integrators so that they are competitive for pointwise accuracy with standard methods for the Kepler problem, while retaining the good long-time behavior of constant time-step symplectic methods.*

To this end, we first recall those characteristic parameters that describe the exact solution of the Kepler problem, i.e. the semi-major axis $a=L_0^2/(1-e^2)=1$, the semi-minor axis $b=(1-e^2)^{1/2}$ and the period $\omega=2\pi$. In the spirit of phase error analysis [34, 38, 39], these are the statistical

quantities relevant to a global accuracy analysis rather than individual trajectories over intermediate to long time scales.

Figure 12 shows the convergence results for $a_h \to a = 1$ and $\omega_h \to \omega = 2\pi$, i.e. the spectral convergence. Figure 13 shows the convergence results for $|q_h - q|_\infty \to 0$, i.e. pointwise convergence. We note that the force-stepping is one order of magnitude more accurate than explicit Newmark when the problem has strong non-linearities ($e = 0.99$). We also note that both methods have the same convergence rate and exhibit nearly identical accuracy characteristics when the problem has moderate non-linearities ($e = 0.85$). These results not only indicate that standard time integrators, e.g. explicit Newmark, are particularly not efficient nor effective in solving problems with strong non-linearities during large periods of time, but they also demonstrate that force-stepping significantly outperforms the classical methods under these conditions.

6.2. Frozen argon cluster

Molecular dynamics falls squarely within the framework considered in this paper. Many applications in materials science, such as the calculation of free energies, require the integration of the system over long periods of time. In these applications, it is essential that the time integrators have good long-time behavior, such as conferred by symplecticity and exact conservation properties.

The velocity Verlet scheme is perhaps the most widely used time-integration scheme in molecular dynamics. As already noted, velocity Verlet is identical to explicit Newmark and, for constant time steps, it is symplectic-momentum preserving with good energy-conservation properties for sufficiently small time steps. However, due to the conditional stability of the method the time-step is constrained by the period of thermal vibrations of the atoms, which renders calculations of equilibrium thermodynamic properties exceedingly costly. The development of integration schemes that alleviate or entirely eliminate the time-step restrictions of explicit integration in molecular dynamics applications is the subject of ongoing research (cf., e.g. [40, 41]).

We proceed to illustrate the performance of force-stepping in molecular dynamics applications by analyzing the dynamics of a simple argon cluster. Specifically, we consider the numerical experiment proposed by Biesiadecki and Skeel [42]. The experiment concerns the two-dimensional simulation of a seven-atom argon cluster, six atoms of which are arranged symmetrically around the remaining central atom, Figure 14. The atoms interact via the pairwise Lennard-Jones potential

$$\phi(r) = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right],$$

(70)

where $r$ is the distance between two atomic centers, $\varepsilon/k_B = 119.8\, \text{K}$ and $\sigma = 0.341\, \text{nm}$ are material constants for Argon, and $k_B = 1.380658 \times 10^{-23}\, \text{J/K}$ is the Boltzmann’s constant. In addition, the mass of an argon atom is $m = 66.34 \times 10^{-27}$ kg. The initial positions of the atoms are slightly perturbed about the configuration that minimizes the potential energy of the cluster. The initial velocities are chosen such that the total linear momentum is zero and the center of mass of the
cluster remains fixed. The corresponding total energy of the cluster is \( E/\varepsilon = -10.51928 \). Table I summarizes the initial conditions for the simulation.

Two different discretizations of configuration space are employed in the force-stepping calculations: \( h_1 = 0.020 \) and \( h_2 = 0.005 \) nm. The time steps employed in the velocity Verlet calculations are \( \Delta t_1 = 3.12 \) fs and \( \Delta t_2 = 0.80 \) fs. These time steps correspond to the average time steps resulting from the respective force-stepping calculations. The total duration of the analysis is 10 ns.

The first row of Figures 15 and 16 shows the evolution in time of the constants of motion of the system: (i) total energy, (ii) total linear momentum, and (iii) total angular momentum. As expected, force-stepping is energy and linear momentum preserving regardless the discretization of configuration space employed. It is worth noting that, while not being exactly angular momentum conserving, force-stepping exhibits good angular momentum behavior over long times.

In order to assess the long-time behavior of force-stepping, we present on the second row of Figures 15 and 16 the qualitative behavior of the trajectories: (iv) the evolution in time of the numerical temperature of the cluster, (v) a histogram of time steps selected by the time integrator, and (vi) the trajectories of the argon atoms for a time window of [9.95, 10] nanosecond (the configuration at \( t = 0 \) is represented by the dashed line hexagon). The numerical temperature of the cluster is computed, under the assumption of ergodicity, by

\[
T(t) = \frac{1}{tNk_B} \int_0^t \frac{1}{2} m \| \dot{q}(\tau) \|^2 d\tau,
\]

where \( N = 7 \) is the number of particles of the cluster. We note that force-stepping does not suffer from numerical dissipation and the system quickly reaches a thermodynamic temperature—the thermodynamic temperature is defined in the limit of \( t \to \infty \). We also note that trajectories of the seven argon atoms, each represented by a different color, remain stable over long periods of time.
Finally, the convergence statement of Theorem 5.2 is illustrated by Figures 17 and 18. We first recall that, as demonstrated in Section 5, the approximate space of trajectories is $X = W_{loc}^{2,\infty}(0,T)$. Then, distances are measured with respect to the $W^{2,\infty}$-norm

$$\|q\|_{W^{2,\infty}(0,T)} = \|q(t)\|_{L^\infty} + \|\dot{q}(t)\|_{L^\infty} + \|\ddot{q}(t)\|_{L^\infty}$$

and a relative $W^{2,\infty}$-error is defined by

$$W^{2,\infty}-\text{error} = \frac{\|q_h\|_{W^{2,\infty}(0,T)} - \|q\|_{W^{2,\infty}(0,T)}}{\|q\|_{W^{2,\infty}(0,T)}}$$

where $\|q\|_{W^{2,\infty}(0,T)}$ is estimated from the numerical results. The relative $W^{2,\infty}$-error of force-stepping with and without parity-invariance is shown on the right side of Figures 17 and 18, respectively, as a function of the simplicial grid size $h$, for $T = 0.1$ ns. The slope of the convergence plot is also directly related to the rate of convergence in grid size, which is $W^{2,\infty}$-error $= O(h^r)$. This gives an estimated rate of convergence in the $W^{2,\infty}$-norm of $r \approx 1$. Furthermore, it is interesting to observe on the left side of Figures 17 and 18 that the average and the maximum time steps selected by force-stepping are $O(h)$. Additionally, the minimum time step selected by the method is $O(h^{7/4})$ when an approximate potential $V_h$ with parity-invariance is employed, and $O(h^2)$ when the approximate potential breaks the parity symmetry of the exact potential $V$. It is also interesting to note that force-stepping with parity-invariance exhibits a region of asymptotic convergence larger than force-stepping without parity-invariance. Therefore, the sequence $q_h$ is indeed convergent and transversal, as expected from the analysis in Section 5, and force-stepping with parity-invariance exhibits better convergence properties.
6.3. Finite-element model with contact: oblique impact of neo-Hookean cube

Next we consider finite-dimensional Lagrangian systems obtained by a finite-element discretization of the action of a non-linear elastic solid (cf., e.g. [37] for details of finite-element approximation in elastodynamics). For these applications, the generalized coordinates $q$ of the system are the coordinates of the nodes in the deformed configuration of the solid. The example that we present
to illustrate the performance of force-stepping in that area of application is the oblique impact of a neo-Hookean cube in a rigid wall. To this end, we assume a strain-energy density of the form

\[ W(F) = \frac{\lambda_0}{2} (\log J)^2 - \mu_0 \log J + \frac{\mu_0}{2} \text{tr} (F^T F), \tag{74} \]

which describes a neo-Hookean solid extended to the compressible range. In this expression, \( \lambda_0 \) and \( \mu_0 \) are Lamé constants, and \( J \) is the Jacobian of the deformation gradient \( F \).

In problems involving contact we additionally consider the kinematic restrictions imposed by the impenetrability constraint. We recall that the admissible configuration set \( \mathcal{C} \) of a deformable body is the set of deformation mappings which are globally one-to-one. In so-called barrier methods, the interpenetration constraint may be accounted for by adding the indicator function \( I_{\text{pen}}(q) \) of the admissible set \( \mathcal{C} \) to the energy of the solid. We recall that the indicator function of a set \( \mathcal{C} \) is the extended-valued function

\[ I_{\mathcal{C}}(q) = \begin{cases} 0 & \text{if } q \in \mathcal{C} \\ \infty & \text{otherwise} \end{cases} \tag{75} \]

Often in calculations, the indicator function \( I_{\mathcal{C}} \) is replaced by a penalty approximation \( I_{\mathcal{C},\eps} \geq 0 \) parameterized by a small parameter \( \eps > 0 \) and such that \( I_{\mathcal{C},\eps} = 0 \) over \( \mathcal{C} \). In this approach, as \( \eps \to 0 \), \( I_{\mathcal{C},\eps} \to I_{\mathcal{C}} \) pointwise and interpenetration is increasingly penalized. A convenient choice of penalty energy function for contact with a rigid hyperplane is of the form

\[ I_{\mathcal{C},\eps}(q) = \frac{1}{2\eps} \sum_{q \in I} g_{\eps}(q) \tag{76} \]

where the index set \( I \) ranges over all boundary nodes and

\[ g_{\eps}(q) = \begin{cases} 0, & \text{if } (q - O) \cdot n \geq 0, \\ \| (q - O) \cdot n \|^2, & \text{otherwise,} \end{cases} \tag{77} \]

where \( O \) and \( n \) are the hyperplane reference point and outer-pointing normal. We note that the admissible set \( I_{\mathcal{C},\eps} \) is not invariant under the action of translations and rotations. It therefore follows that the constrained Lagrangian does not retain its momentum preserving properties and the Lagrangian reduction described in Section 4 cannot be carried out.

The application of force-stepping to dynamic contact problems is straightforward. The case in which the constraints are represented by means of a penalty energy function \( I_{\mathcal{C},\eps} \) falls right within the general framework and requires no special considerations, that is \( V(q) = W(F(q)) + I_{\mathcal{C},\eps}(q) \). In addition, collision is automatically captured by the intrinsic time adaption of force-stepping (cf., e.g. [43, 44], for a detailed discussion of time-step selection considerations in contact problems).

Our example concerns the oblique impact of an elastic aluminum cube of size equal to 0.1 m. The mesh comprises 192 4-node tetrahedral isoparametric elements and 71 nodes. The cube is a compressible neo-Hookean solid characterized by a strain-energy density of the form (74). The values of the material constants in (74) are: \( \lambda_0 = 60.5 \text{ GPa}, \mu_0 = 26 \text{ GPa}, \) and \( \rho = 2700 \text{ kg/m}^3 \). The cube is imparted an initial velocity \( v_0 = (1, 1, 1) \text{ km/s} \). The rigid wall is described by a hyperplane with \( O = (0.101, 0.101, 0.101) \text{ m} \) and \( n = (0, -1, -1) \). A sequence of snapshots of the force-stepping trajectory corresponding to \( h = 5 \times 10^{-4} \text{ m} \) are shown on Figures 19 and 20.

Figure 21 compares the time histories of the total energy, potential energy and kinetic energy attendant to the force-stepping trajectory for \( h = 5 \times 10^{-4} \text{ m} \) and Newmark’s trajectory for...
Figure 19. Oblique impact of neo-Hookean cube. Sequence of snapshots of the force-stepping trajectory with \( h = 5 \times 10^{-4} \) m displaying the \( yz \)-midplane of the cube. Numbers indicate times in microsecond and oblique lines represent the rigid wall.

Figure 20. Oblique impact of neo-Hookean cube. Sequence of snapshots of the force-stepping trajectory with \( h = 5 \times 10^{-4} \) m. Numbers indicate times in microsecond and lines provide a reference for the first points of impact, that is the \((x, 0.101, 0.101)\)-line.

\( \Delta t = 0.2 \) ns, the latter chosen to be in the order of the average time step resulting from the force-stepping calculations. As expected, the kinetic energy of the system is partly converted to potential energy during the approach part of the collision sequence, and vice versa during the release part. Also characteristically, force-stepping is observed to conserve energy exactly through the collision, whereas the Newmark energy remains within tight bounds due to the small time step and the appropriate penalty energy, i.e. (76) and (77) with \( \epsilon = 10^{-14} \). Other notable features of the calculations are the ability of force-stepping to detect the time of collision and to automatically modulate the time-step so as to resolve the fine structure of the intricate interactions that occur through the collision.
Figure 21. Oblique impact of neo-Hookean cube. Blue (or grey) line: Force-stepping solution with 
\( h = 5 \times 10^{-4} \) m. Black line: Newmark solution with \( \Delta t = 0.2 \) ns.

Figure 22 shows the time history of the linear and angular momenta of the cube. Because the cube impacts with a rigid wall, the total linear and angular momenta of the system are not conserved through the collision but evolve in a characteristic way with time. We note from Figure 22 that the force-stepping trajectory does indeed follow closely Newmark’s trajectory, although force-stepping does not conserve the linear and angular momenta. We also note that the transfer of linear momentum from the rigid wall to the cube is in the direction normal to the hyperplane and the motion in the orthogonal direction is unperturbed. Similarly, the oblique impact introduces angular momentum into the system. The good momentum behavior of force-stepping is noteworthy and may be understood as a consequence of the near-momentum conservation properties of the method (Theorem 4.2).

Finally, we investigate the relationship between the average time step and the number of degrees of freedom of the system \( d = 3N \). To this end we consider three different meshes with increasing level of refinement, i.e. meshes I, II, and II with 213, 375, and 1287 degrees of freedom, respectively. Figure 23 shows the average time step selected by force-stepping is \( O(h/N^2) \), where \( h \) is the simplicial grid size. We note that these results are consistent with and extend the results obtained in Section 6.2, i.e. a dependence of the form \( O(h) \).

7. SUMMARY AND DISCUSSION

We have formulated a class of integration schemes for Lagrangian mechanics, which we refer to as force-stepping integrators, that are symplectic-energy and time-reversible with automatic
Figure 22. Oblique impact of neo-Hookean cube. Blue (or grey) line: Force-stepping solution with \( h = 5 \times 10^{-4} \text{ m} \). Black line: Newmark solution with \( \Delta t = 0.2 \text{ ns} \). The insets show in detail the \( x \)-component of momentum maps.

Figure 23. Oblique impact of neo-Hookean cube. The average time step selected by force-stepping is \( O(h/N^2) \), where \( h \) is the simplicial grid size and \( 3N \) is the number of degrees of freedom of the system. Three different meshes are considered and depicted on the right-hand side.
selection of the time-step size. The scheme also conserves approximately all the momentum maps associated with the symmetries of the system. Exact conservation of momentum maps may be achieved by recourse to Lagrangian reduction. The general strategy leading to the formulation of the force-stepping scheme, and its forerunner, the energy-stepping scheme [1], may be viewed as the reverse of backward-error analysis [45,46]. Thus, whereas backward-error analysis seeks to identify a nearby Lagrangian system that is solved exactly by the solutions generated by a numerical integrator, the approach followed here is to directly replace the system by a nearby one that can be solved exactly. The force-stepping scheme is obtained by replacing the original—or reduced—potential energy by a piecewise affine approximation over a simplicial grid, or regular triangulation. By taking triangulations of diminishing size, an approximating sequence of energies is generated. The trajectories of the resulting approximate Lagrangians can be characterized explicitly and consist of piecewise parabolic motion, or free fall. We have shown that the force-stepping trajectories are symplectic, energy preserving, approximately conserve momentum maps of the original system and, except for a negligible small set of initial conditions, converge to trajectories of the original system when the size of the simplicial grid is decreased to zero. Selected numerical tests, including the Kepler problem, the dynamics of a frozen argon cluster, and the oblique impact of an elastic cube, demonstrate the excellent long-term behavior of force-stepping, its automatic time-step selection property, and the ease with which it deals with constraints, including contact problems.

We have also described a unique, systematic and efficient representation of the piecewise-linear approximation of the potential based on a regular triangulation of $\mathbb{R}^d$ into proper simplices. The interpolation of the approximate potential can be restricted to one simplex at a time, and the replacement rule provides an efficient scheme to construct adjacent simplices as the numerical solution crosses simplicial boundaries. In particular, we have developed an algorithm for updating all simplex-related matrices required to compute force-stepping trajectories that has complexity $O(d^2)$.

We close by pointing out some limitations of our analysis and possible avenues for extensions of the approach.

First, our analysis of near conservation of momentum maps holds for given time intervals $[0, T]$ with $T < \infty$ that is the momentum map of force-stepping trajectories converges to the original one in $W^{1,\infty}_{loc}((0, \infty))$. It is possible that such analysis can be extended to $W^{1,\infty}((0, \infty))$ if conditions under which approximating trajectory errors average out over long times are understood. Our experience with selected numerical tests suggests that the nearly-conserved momentum maps remain within tight bounds for long periods of time. However, a rigorous analysis of this property is beyond the scope of this paper.

Second, automatic time-step selection is an attractive feature of the force-stepping scheme. We have shown a linear relationship between the simplicial grid size and the average time step. In practice, this scaling could be improved by using triangulations that require fewer simplices. The review of Brandts et al. [47] on non-obtuse simplicial partitions, the work of Bliss and Su [48] on lower bounds for simplicial covers and triangulations of cubes, and other related work suggest possible directions in that regard.

Third, piecewise polynomial interpolation of the potential, including piecewise constant interpolation (energy-stepping [1]) and piecewise linear interpolation (force-stepping) do not exhaust the class of approximations that generate exactly solvable Lagrangians. A case in point concerns using discontinuous piecewise-linear approximations of the potential energy over a grid of polytopes. However, the criteria for constructing the piecewise-linear patches and convergence properties of the resulting time integrator are not well-understood at present. The systematic investigation
of approximation schemes of the type proposed here, the elucidation of their properties and the determination of the best types of approximating Lagrangians in each area of application, are worthwhile directions of future research.
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